
Advancing the research and academic mission of Florida International University

DOE-FIU Cooperative Agreement Annual Research Review – FIU Year 2

Tuesday, September 27, 2022

9:30 - 9:35 am EDT Kick-Off /Welcoming Remarks (DOE-EM)
Kurt Gerdes (Director, Technology Development) –

DOE EM-3.2

9:35 - 9:40 am EDT Welcoming Remarks (DOE-LM)
Leonel Lagos on behalf of DOE Office of Legacy 

Management

9:40 - 10:00 am EDT
Projects 4 & 5: STEM Workforce 

Development and Training 

FIU, DOE HQ (EM & LM), SRNL, PNNL, WIPP, SRS, 

ORP, LBNL, WRPS, INL, Grand Junction

BREAK

11:00 - 12:00 pm EDT
Projects 4 & 5 (cont’d): STEM Workforce 

Development and Training 

FIU, DOE HQ (EM & LM), SRNL, PNNL, WIPP, SRS, 

ORP, LBNL, WRPS, INL, Grand Junction

BREAK

1:00 - 2:30 pm EDT
Project 1: Chemical Process Alternatives 

for Radioactive Waste
FIU, DOE HQ, PNNL, WRPS, SRNL, SRS

2:30 - 4:00 pm EDT
Project 3: Waste and D&D Engineering & 

Technology Development
FIU, DOE HQ, SRNL, PNNL, LBNL, INL, ANL

Wednesday, September 28, 2022

10:00 - 11:30 am EDT
Project 2: Environmental Remediation 

Science & Technology
FIU, DOE HQ, SRNL, PNNL, ORNL, LANL, CBFO

11:30 - 1:00 pm EDT Wrap Up (FIU Projects 1, 2, 3, 4 & 5) FIU, DOE HQ (EM & LM)
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Click to edit Master title styleFIU Personnel and Collaborators

Project Manager: Leonel Lagos

Faculty/Researcher: Himanshu Upadhyay, Joseph Sinicrope, Walter Quintero, Clint Miller, Santosh 

Joshi, John Dickson, Mellissa Komninakis, Kexin Jiao, Masudur Siddiquee

DOE Fellows/Students: Roger Boza, David Mareno, Aurelien Meray, Adrian Muino Ayala, Christian 

Lopez, Christian Dau, Derek Gabaldon, Philip Moore

DOE-EM: Dinesh Gupta, Genia McKinley, Jean Pabon, Jonathan Kang, Douglas Tonkay, Jennifer 

McCloskey

SRNL: Jennifer Wohlwend, Connor Nicholson, Nick Groden, Aaron Washington, *Tristan Simoes-

Ponce, Carol Eddy-Dilek

PNNL: Vicky Freedman, Rob Mackley

INL: Rick Demmer

LBNL: Haruko Wainwright

*Former staff/student contributors
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TASK 1: WASTE INFORMATION MANAGEMENT SYSTEM (WIMS) (HQ)

Subtask 1.1 WIMS System Administration - Database Management, Application Maintenance & Performance Tuning

Subtask 1.2 Waste Stream Annual Data Integration

Subtask 1.3 Cyber Security of WIMS Infrastructure

TASK 2: D&D SUPPORT TO DOE EM FOR TECHNOLOGY INNOVATION, DEVELOPMENT, EVALUATION 

AND DEPLOYMENT

Subtask 2.1
Development of Uniform Testing Protocols and Standard Specifications for Dust Suppressant Technologies in 

Support of Open-Air Demolition during D&D

Subtask 2.2
Applications of Intumescent Foams and Other Fire-Retardant Materials to Mitigate Contaminant Release 

during Nuclear Pipe Dismantling and other D&D Activities

Subtask 2.3
Certifying Fixative Technology Performance when Exposed to Impact Stressors as Postulated in Contingency 

Scenarios Highlighted in Safety Basis Documents

Subtask 2.4 Multi-functional 3D Polymer Framework for Mercury Abatement
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TASK 3: D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL, INL, ANL)

Subtask 3.4 Content Management

Subtask 3.5 Marketing and Outreach

Subtask 3.6 D&D KM-IT System Administration

Subtask 3.7 D&D KM-IT System Administration

Subtask 3.8 KM-IT Tech Talks (NEW)

TASK 6: AI FOR EM PROBLEM SET (D&D): STRUCTURAL HEALTH MONITORING OF D&D FACILITY TO 

IDENTIFY CRACKS AND STRUCTURAL DEFECTS FOR SURVEILLANCE AND MAINTENANCE (SRNL)

Subtask 6.5
Design & Development of Machine Learning and Deep Learning Models to Identify and Locate Cracks in D&D 

Mockup Facility (NEW)

Subtask 6.6 
Design & Development of a Mobile Application to Deploy Machine Learning and Deep Learning Models on the 

iOS Devices at SRS (NEW)

Subtask 6.7 Research and Prototype Deployment of a Web Service API framework for AI Deep Learning Model (NEW)
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TASK 7: AI FOR EM PROBLEM SET (SOIL AND GROUNDWATER) - EXPLORATORY DATA ANALYSIS AND 

MACHINE LEARNING MODEL FOR HEXAVALENT CHROMIUM (CR [VI]) CONCENTRATION IN 100-H AREA 

(PNNL) (NEW)

Subtask 7.2 Data Pre-processing and Exploratory Data Analysis to Evaluate the Chromium Concentration in the Samples

Subtask 7.3 Groundwater and Surface Water Spatiotemporal Relationship Identification 

TASK 8: AI FOR EM PROBLEM SET (SOIL AND GROUNDWATER) - DATA ANALYSIS AND VISUALIZATION 

OF SENSOR DATA FROM WELLS AT THE SRS F-AREA USING MACHINE LEARNING (LBNL, SRNL) (NEW)

Subtask 8.4 Data Ingestion/Communication Module Development for the AI/ML System (NEW)

Subtask 8.5
Development of the AI/ML-Based System to Perform Predictive Analytics using Datasets containing Time-

Series and Imagery Data from Sensors (NEW)



Task 1

Waste Information

Management System (WIMS)
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Subtask 1.1 WIMS System Administration - Database Management, Application Maintenance & Performance Tuning

Subtask 1.2 Waste Stream Annual Data Integration

Subtask 1.3 Cyber Security of WIMS Infrastructure

Waste Information Management System (WIMS)
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Site Needs:

• Accurate estimates of the quantity and type of present and future radioactive waste 

streams is critical to the development of tools to integrate the complex-wide 

management of LLW/MLLW treatment and disposal. A complex-wide LLW and MLLW 

database and reporting system is needed to 

communicate this information to local and national 

stakeholders and governmental groups.

Objectives:

• Provide a central web-based system to access waste 
forecast streams for sites across the DOE complex.

• Provide easy-to-use systems to view & download 
waste stream forecast information in various formats.

• Update waste stream forecast information annually.

Waste Information Management System (WIMS)
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• Easy-to-use system to visualize and understand the forecasted DOE-EM waste 
streams & transportation information.

• Various modules of WIMS are  Forecast Data, Disposition Map, Successor 
Stream Map, GIS Map, Transportation, Reports and Help.

• WIMS is deployed and available at https://www.emwims.org

https://www.emwims.org/
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• Ames Laboratory

• Argonne National Laboratory 

• Bettis Atomic Power Laboratory

• Brookhaven National Laboratory

• Energy Technology Engineering Center

• Fermi National Accelerator Laboratory

• Hanford Site-RL

• Hanford Site-RP

• Idaho National Laboratory

• Kansas City Plant

• Knolls Atomic Power Laboratory - Kesselring

• Knolls Atomic Power Laboratory - Schenectady

• Lawrence Berkeley National Laboratory

• Lawrence Livermore National Laboratory

• Los Alamos National Laboratory 

• Naval Reactor Facility

• Nevada National Security Site

• NG Newport News

• Norfolk Naval Shipyard

• Nuclear Fuel Services, Inc. (cleanup site)

• Oak Ridge Reservation

• Paducah Gaseous Diffusion Plant

• Pantex Plant

• Pearl Harbor Naval Shipyard

• Pacific Northwest National Laboratory

• Portsmouth Gaseous Diffusion Plant

• Portsmouth Naval Shipyard

• Princeton Plasma Physics Laboratory

• Puget Sound Naval Shipyard

• Sandia National Laboratories - NM

• Savannah River Site

• Stanford Linear Accelerator Center

• Separations Process Research Unit

• Thomas Jefferson National Accelerator Facility

• Waste Isolation Pilot Plant

• West Valley Demonstration Project

36 Supported Sites:
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35 Disposition Facilities:

• 200 Area Burial Ground (HANF)

• 746-U Landfill(Paducah)

• Area 5  LLW Disposal Unit (NTS)

• Area 5 MLLW Disposal Cell (NTS)

• Clean Harbors

• Commercial TBD

• E-Area Disposal (SRS)

• EMWMF Disposal Cell (ORR)

• Energy Solutions-Clive (formerly Envirocare)

• Energy Solutions-TN (formerly GTS Duratek)

• ERDF (HANF)

• Impact Services-TN

• INL CERCLA Cell (INL)

• Integrated Disposal Facility (HANF)

• New RH LLW Vaults (INL)

• Omega Waste Logistics

• OSWDF(Portsmouth)

• Paducah CERCLA

• Perma-Fix Gainesville

• Perma-Fix--Diversified Scientific Services, Inc.

• Perma-Fix--Northwest (formerly PEcoS)

• Perma-Fix/Materials &amp; Energy Corp

• Remote Waste Disposition Project (INLS)

• River Metals

• RMW Trenches (MLLW/LLW) (HANF)

• RMW Trenches/IDF (HANF)

• RWMC (LLW disposal) (INL)

• Siemens

• Smokey Mountain Solutions

• TA 54/Area G (LLW disposal) (LANL)

• To Be Determined

• Unitech

• US Ecology-Idaho

• Veolia

• Waste Control Specialists
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Forecast Period and Waste Type:

Date Range

• 2022 - Inventory

• 2022 to 2025

• 2026 to 2030

• 2031 to 2035

• 2036 to 2040

• 2041 to 2045

• 2046 to 2050

• 2050

Waste Type

• Low Level Waste

• Mixed Low Level Waste

• 11e(2) Byproduct Material

• Other Material

• Unknown



• Continued to perform day-to-day maintenance and 
administration to ensure consistent high level of 
performance of WIMS application.

• Updated patches and OS fixes, updated antivirus engines 
and definitions, updated drivers and assured that the 
network has been working properly.

• Hardware upgrades (memory, hard drives, video cards, 
routers, firewall, etc.). 

• Renewed yearly Secure Socket Layer (SSL).

• Updated domain controller.

• Updated backup scripts and backup repository hardware.

• Created development environment to support Subtask 1.2 
(Waste Stream Annual Data Integration) which included: 

• Backing up of production environment application and 
database.

• Creation of staging server for testing (unit/integration).

Subtask 1.1: WIMS System Administration - Database Management, 
Application Maintenance & Performance Tuning

Accomplishments:



• Received and incorporated the revised waste 

forecast data files into the system.

• Completed integration of 2022 waste forecast and 

transportation data into WIMS system 

(Milestone 2021-P3-M3).

• Published 2022 Forecast Waste stream 

information on April 25, 2022.

• Presented WIMS research at 2022 Waste 

Management Symposia in March 2022.

Subtask 1.2: Waste Stream Annual Data Integration

Accomplishments:



Forecast Data

Subtask 1.2: Waste Stream Annual Data Integration

Accomplishments:

Disposition Map



GIS Map

Subtask 1.2: Waste Stream Annual Data Integration

Accomplishments:

Use Google Map API for enhanced user interaction



Transportation

Subtask 1.2: Waste Stream Annual Data Integration

Accomplishments:

Reports - Sample Transportation Report



• Cyber security of WIMS involves securing the 

network infrastructure that is deployed, secured 

and maintained in the FIU facility. 

• This involves coordination between the FIU 

security team and DOE Fellows who learn cyber 

security skills while assisting staff do penetration 

testing and other tasks to test the overall security 

of the system at the application, database and 

infrastructure levels.

• WIMS infrastructure penetration testing reports 

are generated using third party tools and FIU IT 

security.

Subtask 1.3: Cyber Security of WIMS Infrastructure

Description and Accomplishments:
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The Waste Information Management System (WIMS) Development, 
Maintenance and New Data Integration 

FIU Year 3 Projected Scope

• Subtask 1.1: WIMS System Administration - Database Management, Application Maintenance & 

Performance Tuning

• This subtask includes the day-to-day maintenance and administration of the application and the 

database servers. 

• Administrator will monitor the network and server traffic and perform updates necessary to optimize 

the application performance.  

• FIU will provide application and database security as well as help desk support to DOE site 

managers, HQ managers and other users who need assistance with WIMS.

• Subtask 1.2: Waste Stream Annual Data Integration

• Update WIMS modules – Forecast Data , Waste Stream and GIS map.

• Update and publish reports.

• Update and publish transportation module.

• Subtask 1.3: Cyber Security of WIMS Infrastructure

• Provide cyber security to WIMS infrastructure, application, database server and reporting server.

• Cybersecurity training and support of DOE Fellows while working with pen testing & forensics 

tools used with WIMS system. 



Task 3

D&D Knowledge Management 

Information Tool (KM-IT)
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Subtask 3.4 Content Management

Subtask 3.5 Marketing and Outreach

Subtask 3.6 D&D KM-IT System Administration

Subtask 3.7 Cyber Security of D&D KM-IT Infrastructure

Subtask 3.8 KM-IT Tech Talks (New)



Click to edit Master title styleTask 3: D&D Knowledge Management Information Tool (KM-IT)

Site Needs:

• To prevent the loss of the collective knowledge from the aging workforce, the need to 

collect, retain and disseminate knowledge in an organized and structured way through 

the development and maintenance of a universally available and usable knowledge 

management system for DOE-EM. 

Objectives:

• Knowledge management (KM) is a modern approach & discipline being used 

within EM to capture knowledge. Objectives for KM-IT are to attain the long-term 

active use, operation, and continued growth of the knowledge from across the 

DOE global community and capture within the KM-IT system, resulting in 

enhanced worker safety, improved operational efficiencies, improved 

communication & knowledge among stakeholders, and the cross-generational 

transfer of knowledge to the future workforce.
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DND KM-IT
dndkm.org

WIMS
emwims.org

DOE FELLOWS
fellows.fiu.edu

DOE RESEARCH
doeresearch.fiu.edu

Robotics KM-IT 
rkmit.org
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Subtask 3.4: Content Management

• Published D&D technologies, vendors, D&D technologies, lessons 

learned, best practices, D&D news, conferences and other content to 

KM-IT.

• Performed QA/QC of existing content in the system with assistance of 

DOE Fellows.

• 107 technologies were published on this platform in this fiscal year, 

bringing the total technologies published to 1,544.

• 655 technologies published in the last 3 years

Accomplishments:

Portable Fume Extractor Anti-Contamination “Blu” SuitRobotic Welders



Subtask 3.4: Content Management

Description and Accomplishments:

Fully searchable resources – Original sources no longer available

• 169 ALARA Center reports archived (Hanford and SRS)

• 231 Innovative Technology Summary Reports archived

• D&D KM-IT web analytics 

to track usage metrics 

• 1,544 D&D technologies

• 1,117 registered users

• 999 D&D vendors

• 108 subject matter specialists

Yellow – March, 2012       Blue – August, 2022

Growth from March 2012 to Aug 2022
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Subtask 3.4: Content Management



Subtask 3.4: Content Management

Description and Accomplishments:

• KM-IT visited by every state of 

the union in the last 12 months 

• Top 5 states include:
– Illinois – 25.84%

– California – 6.83%

– Virginia – 6.65%

– Texas – 5.13%

– Florida – 4.87%



Subtask 3.5: Marketing and Outreach

• Reaching out to sites/national labs to 
increase KM-IT user involvement

• Development of newsletters, post cards 
and factsheets

• Other marketing and outreach
to introduce the system to 
SME who may not be aware 
of its features and capabilities

Accomplishments:



Subtask 3.5: Marketing and Outreach

• Participation at workshops and conferences such 

as the Waste Management Symposia

• FIU ARC Booth

• Presented AI application to D&D problem set 

- Best Oral Presentation Award

• Presented KM-IT poster at WM2022

• Presented WIMS poster at WM2022

Accomplishments:



• D&D KM-IT System Administration is an ongoing task, 

which involves day-to-day administration of servers that 

house the KM-IT databases and web applications. 

• This task includes updating patches and OS fixes, 

updating antivirus engines and definitions, updating 

drivers and assuring that the network is working properly.

• Under this task, hardware upgrades are also conducted 

(memory, hard drives, video cards, routers, firewall, etc.) 

• Other administrative tasks consist of network access 

control of staff and DOE Fellows 

(including remote network access).

• This task also supports the creation of development 

environments for other subtasks, data and application 

backups.

Subtask 3.6: D&D KM-IT System Administration

Description and Accomplishments:



Subtask 3.6: D&D KM-IT System Administration

• This task involves migration/backup of 

the existing databases and KM-IT 

modules to latest .NET Framework. 

• Created a development environment for 

the application and database server.

• Tested application before moving to 

production on staging servers.

• This constant administration improve 

performance, security, stability and long-

term support of the system.

Description, Process and Accomplishments:



• Cyber security of D&D KM-IT involves securing 

the network infrastructure maintained in the FIU 

facility.

• Updated Secure Socket Layer (SSL) for 

dndkm.org domain

• Maintained and optimized firewall rules

• Regularly performed penetration testing on 

network, KM-IT database and application servers.

• Trained DOE Fellows in DOE-EM Cybersecurity 

lab on advanced security tools commonly used in 

the industry.

• (i.e., Kali Linux, nMap)

Subtask 3.7: Cyber Security of D&D KM-IT Infrastructure

Description and Accomplishments:



Subtask 3.8: KM-IT Tech Talks

• Conducted D&D-related Tech Talk every quarter on the D&D KM-IT platform. 

• Collaborated with National Laboratories and/or DOE sites to identify and present 
technical topics of interest to the community. 

• Tech Talks are conducted virtually using an online meeting platform that can be 
accessed via KM-IT

• Promoted Tech Talks via newsletters, website, emails and flyers developed by FIU.

• Conducted 4 Tech Talks:

• October 19, 2021
The Potential of Artificial Intelligence in the Nuclear Power Industry

• January 18, 2022
Crack Detection and Localization Using Deep Learning Technique

• April 19, 2022
Decommissioning Knowledge Sharing in the 21st Century

• July 19, 2022
Understanding Decontamination (and a dozen other lessons)

Accomplishments:



Subtask 3.8: KM-IT Tech Talks

October 19, 2021

The Potential of Artificial Intelligence in the 

Nuclear Power Industry

Topic: 

Potential of artificial intelligence in the nuclear 

power industry

Collaborator: 

Idaho National Laboratory (INL)

Speaker: 

Dr. Ahmad Rashdan

Senior research and 

development scientist at

Idaho National Laboratory (INL)

Accomplishments:



Subtask 3.8: KM-IT Tech Talks

January 18, 2022

Crack Detection and Localization Using 

Deep Learning Techniques

Topic: 

Using deep learning techniques to detect 

infrastructure cracks at DOE facilities

Collaborator: 

FIU Research

Speaker: 

Roger Boza

DOE Fellow pursuing a Ph.D. in 

Computer Science with a focus on 

machine learning (M.L.), artificial 

intelligence (A.I.), and deep 

learning (D.L.) techniques

Accomplishments:



April 19, 2022

Decommissioning Knowledge Sharing in 

the 21st Century

Topic: 

Decommissioning activities and techniques, 

lessons learned and best practices

Collaborator: 

Argonne National Laboratory

Speaker: 

Lawrence (Larry) Boing

Senior Staff 

Facility Decommissioning SME 

and D&D Experiences KM

Training Director

Subtask 3.8: KM-IT Tech Talks

Accomplishments:



Subtask 3.8: KM-IT Tech Talks

July 19, 2022

Understanding Decontamination (and a 

dozen other lessons)

Topic: 

Discussing how to stop worrying and learn to love 

engineering to get the work done

Collaborator: 

Idaho National Laboratory (INL)

Speaker: 

Rick Demmer, Ph.D

Senior Staff 

Retired scientist, project 

manager and distinguished 

scientist from the Idaho 

National Laboratory 

(39 years tenure at the INL)

Accomplishments:



Subtask 3.8: KM-IT Tech Talks

October 18, 2022

University R&D and Deployment of Robotics Systems at DOE Facilities

Topic: 

Recent robotic technologies deployment by FIU at DOE Facilities

Collaborator: 

FIU Robotics Research Team

Next Tech Talk:
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D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL, 
INL, ANL)

FIU Year 3 Projected Scope

• Subtask 3.4: Content Management

• Publishing D&D technologies, vendors, D&D technologies, lessons learned, best practices, D&D 

news, conferences and other content to KM-IT

• Perform QA/QC of existing content in the system with assistance of DOE Fellows

• Subtask 3.5: Marketing and Outreach

• Reaching out to sites/national labs to increase KM-IT user involvement

• Participation at workshops and conferences such as Waste Management and engagement with 

other agencies such as the IAEA.

• Introduce the system to SME who may not be aware of its features and capabilities 

• Development of newsletters, post cards, factsheets and other print material to promote KM-IT

• Subtask 3.6: D&D KM-IT System Administration

• D&D KM-IT System Administration is an ongoing task which involves day-to-day administration of 

servers that house the KM-IT databases and web applications. 

• This task includes updating patches and OS fixes, updating antivirus engines and definitions, 

updating drivers and assuring that the network (firewall, routers and switches) is working 

properly.
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D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL, 
INL, ANL)

FIU Year 3 Projected Scope

• Subtask 3.7: Cyber Security of D&D KM-IT Infrastructure

• Cyber Security of D&D KM-IT Infrastructure involves securing the network not only by system 

administration tasks mentioned above, but also by conducting routine cyber security tasks to test 

the network’s vulnerability. 

• This involves coordination between the FIU security team and DOE Fellows who learn 

cybersecurity skills while assisting staff do penetration testing and other tasks to test the overall 

security of the system at the application, database and infrastructure levels.

• Subtask 3.8: KM-IT Tech Talks

• Conduct D&D related Tech Talk every quarter on the D&D KM-IT platform. 

• Collaborate with National Laboratories and/or DOE sites to identify and present technical topics 

of interest to the community. 

• Tech Talks will be performed virtually using an online meeting platform (KM-IT)

• Promote Tech Talks via newsletters, website, emails and flyers developed by FIU.



Task 6

AI for EM Problem Set (D&D) –
Structural Health Monitoring of D&D 
Facility to Identify Cracks and Structural 
Defects for Surveillance and 
Maintenance (SRNL)
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Identify Cracks and Structural Defects for Surveillance and Maintenance (SRNL)

Subtask 6.5
Design & Development of Machine Learning and Deep Learning Models to Identify and Locate Cracks in D&D 

Mockup Facility

Subtask 6.6 
Design & Development of a Mobile Application to Deploy Machine Learning and Deep Learning Models on the 

iOS Devices at SRS

Subtask 6.7 Research and Prototype Deployment of a Web Service API framework for AI Deep Learning Model
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Task 6: Structural Health Monitoring of D&D Facility to Identify Cracks and 
Structural Defects for Surveillance and Maintenance (SRNL)

Site Needs:

• To understand and monitor the structural health conditions of facilities around the DOE 

complex as they await nuclear decommissioning. 

• Adequate inspections and data collection / analysis to be performed on a continuous 

and ongoing basis.

Objectives:

• Improve model architecture and predictive performance.

• As time passes by, new techniques are discovered which allow neural networks to extract 

better features and increase predictive power.

• Research and explore deployment of trained models on mobile devices for use in real-

time around the DOE complex by operators.

• Design and development of web service to deploy AI model.



Subtask 6.5: Design & Development of Machine Learning and Deep Learning 
Models to Identify and Locate Cracks in D&D Mockup Facility

FIU Year 2 Research Highlights:

• Developing and training new 

classification models.

• Trained and tested 6 Convolutional 

Neural Networks (CNN) for classifying 

images.

• The training dataset was composed of 

20,000 images with cracks and 20,000 

images without cracks.

• All models achieved over 98% validation 

accuracy.

Training data sample

Model memory footprint and validation accuracy

Prediction results on sample images Physical memory and performance analysis



Subtask 6.5: Design & Development of Machine Learning and Deep Learning 
Models to Identify and Locate Cracks in D&D Mockup Facility

FIU Year 2 Research Highlights:

• Developed tiny model version.

• This model was designed to have a small 

physical memory footprint and to have a 

high accuracy.

• Only 91.5 kB of memory!

• 98.6% accuracy.

Training and validation accuracy Python code for CNN

CNN architecture



Subtask 6.5: Design & Development of Machine Learning and Deep Learning 
Models to Identify and Locate Cracks in D&D Mockup Facility

FIU Year 2 Research Highlights:

• Tensorflow Lite conversion.

• Converted all CNN models to their 

TensorFlow Lite versions for mobile 

deployment.

• These models occupy a smaller memory 

footprint and are suitable for mobile 

devices.

• Multiple ways to convert models.

• Directly from a TensorFlow saved model (i.e., 

SavedModel)

• From a Keras .h5 saved model using the 

from_keras_model() function.

Model sizes before and after conversion

Console output during conversions

Saved TensorFlow Lite models on local drive



Subtask 6.5: Design & Development of Machine Learning and Deep Learning 
Models to Identify and Locate Cracks in D&D Mockup Facility

FIU Year 2 Research Highlights:

• Object detection with You Only Look Once 

(YOLOv3)

• Better YOLOv3 crack detection model 

with tighter bounding boxes and higher 

confidence scores.

• Used Keras callback functions to stop the 

training early when the loss function did 

not improve over time.

• Reduction of learning rate on plateau 

during fine tuning.

Early stopping during model training

Crack object detection resultsModel loss value during coarse training and fine tuning



Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine 
Learning and Deep Learning Models on the iOS Devices at SRS 

FIU Year 2 Research Highlights:

• Deployment of TensorFlow Lite models

• Deployed multiple sample TFLite

models from the TensorFlow GitHub

repository on mobile devices.

• 4 sample models are available in the

sample development.

• TensorFlow Lite backend was used in

conjunction with Android Studio to

package the project and install it on

the mobile device.

• The mobile app has a pulldown menu

that shows the frame size, crop size,

view size, rotation, inference time,

threads, model, and device.

Sample model predictions and model selection

Parameter selection and functionality



Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine 
Learning and Deep Learning Models on the iOS Devices at SRS 

FIU Year 2 Research Highlights:

• Graphical user interface for mobile 
device

• Android Studio Artic Fox integrated 
development environment (IDE) used 
to design and develop the mobile 
application for mobile device.

• The integrated development 
environment (IDE) has a drag and 
drop approach for designing the 
application layout which makes it 
intuitive and user friendly.

• Split view functionality used during 
development for verifying the screen 
layout looks exactly as intended while 
writing the design code for the 
application.

Split view functionality

Application screen concept (left), design view in IDE 

(middle), and deployed on mobile device (right).



Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine 
Learning and Deep Learning Models on the iOS Devices at SRS 

FIU Year 2 Research Highlights:

• Graphical user interface for mobile 

device

• Mobile application can classify 

images as either crack or normal.

• Using the trained CNN classifiers.

• Using state-of-the-art models:

• VGG16

• RESNET50

• MOBILENET

• Mobile application can detect and 

locate cracks in images.

• As well as facemask (custom trained 

model)

• The 1,000 common objects in the 

COCO dataset.
Crack classification (left) and crack object detection (right)



Subtask 6.7: Research and Prototype Deployment of a Web Service API 
framework for AI Deep Learning Model 

FIU Year 2 Research Highlights:

• Web service API

• A Web API was created to expose 

the deep learning models to the 

mobile app.

• The API runs in a local server now 

and functions as a communication 

point between the front-end GUI 

and back-end process.

• Once the Web API receives a 

request, it dispatches it to a socket 

server listening on a specific port. 

• The socket server has all the 

available models loaded in memory 

waiting to do inferencing on the 

imagery data received.

JSON request format for the Web API

Socket server responding to request.



Subtask 6.7: Research and Prototype Deployment of a Web Service API 
framework for AI Deep Learning Model 

FIU Year 2 Research Highlights:

• Web service API Testing

• Postman, an API platform for building 
and using APIs, was used to send 
messages between the Web API and 
the machine learning server.

• Currently, there are four actions/ 
commands that can be given to the 
API.

• All four commands were successfully 
tested using Postman.

Postman executing the object detection command

Postman executing the image classification commandAPI commands and their description



Task 6 : AI for EM Problem Set (D&D): Structural Health Monitoring of D&D Facility to 
Identify Cracks and Structural Defects for Surveillance and Maintenance (SRNL)

Task is Completed:

• Project 3 Task 6 Deliverable

• 2021-P3-D7 (9/9/2022)

• Design & Development of Machine Learning and Deep Learning Models to 

Identify and Locate Cracks in D&D Mockup Facility Deployed on Mobile App 

Supported by Web API 

COMPLETED!

• Work done for Task 6 will be applied to Task 9



Task 9

AI for EM Problem Set (Waste 
Processing):

Nuclear Waste Identification and Classification 
using Deep learning (SRNL) (NEW)



Click to edit Master title styleTask 9 - AI for EM Problem Set (Waste Processing) (SRNL)

FIU Year 3 Projected Scope

• Subtask 9.1: Algorithm & Model Development to Identify and 

Classify Nuclear Wastes

• Research state-of-the-art Artificial Intelligence (AL) algorithms like 

Machine Learning (ML) and Deep Learning (DL) to segregate LLW.  

• Nuclear Waste Identification and Classification of LLW using 

algorithms and models.

• Subtask 9.2: Transition Previously Trained Deep Learning Models 

to the Advance Automated Machine Learning (AAML) System

• The state-of-the-art ML/DL models trained and optimized for image 

classification and object detection of LLW will be published to the 

Advance Automated Machine Learning  (AAML) platform.



Task 7

AI for EM Problem Set (Soil & GW):

Exploratory Data Analysis and Machine 

Learning Model for Hexavalent Chromium [Cr 

(VI)] Concentration in 100-H Area (PNNL)
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Task 7: AI for EM Problem Set (Soil & GW): Exploratory Data Analysis and Machine

Learning Model for Hexavalent Chromium [Cr (VI)] Concentration in 100-H Area

Subtask 7.2 Data Pre-processing and Exploratory Data Analysis to Evaluate the Chromium Concentration in the Samples

Subtask 7.3 Groundwater and Surface Water Spatiotemporal Relationship Identification



Click to edit Master title style
Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate 
the Chromium Concentration in the Samples

Site Needs:

• Subsurface Chromium transport temporal and spatial relationships 

identification using Artificial Intelligence and Machine Learning. 

Objectives:

• Data pre-processing to evaluate and find methods to understand the 

chromium concentration in groundwater and aquifer tube samples.

• Perform exploratory data analysis using state-of-the-art statistical 

methods.

• Develop Artificial Intelligence and Machine Learning algorithm for 

spatiotemporal relationship exploration.



Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate 
the Chromium Concentration in the Samples

FIU Year 2 Research Highlights:

Data Pre-Processing for Aquifer Tubes:

• A data filter algorithm was designed for 100-HR-D area data, and 15 aquifer tubes were 

obtained from the algorithm for further processing which are denoted by the red star in the plot.  

• Shoreline groundwater well identification feature was included in the algorithm to find and use 

groundwater wells as a proxy or target in addition to the aquifer tubes based on data density.



Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate 
the Chromium Concentration in the Samples

FIU Year 2 Research Highlights:

Identification of Groundwater wells in 100 HR-D area:
• For the input to the AI/ML model, 83 groundwater wells were identified in the 100 HR-D area by 

the data pre-processing and exploratory data analysis algorithm.

• Groundwater wells 699-97-48C, 199-D8-54B, 199-D5-141, and 699-97-61 were removed as 

suggested by hydrological domain expertise due to their concentration levels not reflecting the 

unconfined aquifer tubes.



Subtask 7.2: Data pre-processing and exploratory data analysis to evaluate 
the chromium concentration in the samples

FIU Year 2 Research Highlights:

Further Data preprocessing:

• Grouping of chromium concentration data of each of the 83 wells was done into periods of time. 

• The 1,826 dates ranging from 2015 till 2019 were split into 50 periods with each period containing 

the chromium concentration mean values for further analysis in later machine learning modeling. 

• Each period contained mean concentration values for the 83 wells for a range of 1 month, 6 days.

• The Key column 

contains the 50 date 

ranges or periods.

• The Value column 

contains the mean 

concentration values 

for all 83 groundwater 

wells identified.



Subtask 7.2: Data pre-processing and exploratory data analysis to evaluate 
the chromium concentration in the samples

FIU Year 2 Research Highlights:

Further data preprocessing 
with non-extraction wells:

• Among the 83 groundwater wells 
identified, some of the 
groundwater wells had high Cr(VI) 
concentration values.

• Those wells were labeled as 
extraction wells and were 
discussed to have high 
concentrations due to their 
locations being in highly 
permeable areas. 

• Out of the 83 groundwater wells, 
according to the goal of this effort, 
41 of them were identified to be 
used in the AI/ML modeling.



Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship 
Identification

FIU Year 2 Research Highlights:

Spatial and temporal information fusion:

• For each of the target wells in the ML model, angles ranging from 225 to 390 degrees 
and radius up to 1500m, were explored for the ML models’ performance at directions 
and distances.

• Support Vector Machine, Random Forest, K-nearest Neighbor and Regression 
algorithms were applied for ML model development with each proxy groundwater well 
as the target, and with each of the aquifer tubes as the target.



Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship 
Identification

FIU Year 2 Research Highlights:

The Outcome Of The Regression Analysis As Spatiotemporal Relation

The blue lines indicate with minimum error 

how similar the Hexavalent Chromium 

concentration values are for the aquifer 

tube wells in that direction.

The blue lines indicate with minimum error how 

similar the Hexavalent Chromium concentration 

values are for the closest groundwater wells in 

that direction.



• The main objective for Spatial Prediction modeling was, given the location of within 100-

HR-D, predict the chromium concentration level. Input to the ML model was location data

and output was concentration data for the location.

• The main benefit of these ML models is that for the entire 100-HR-D area, even a

location with no monitoring well could have its concentration level predicted

spatiotemporally, thus giving us a larger overall picture into spatiotemporal relationships

in the area.

Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship 
Identification

FIU Year 2 Research Highlights:

Spatial and Temporal Prediction Modeling

Spatial Prediction Accuracy for known locationSpatial Prediction on entire field



Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship 
Identification

FIU Year 2 Research Highlights:

• For any certain location, the concentration time series are formulated using the
predictions from individual ML models for the time windows ranging from 2017 to 2018 as
for demonstration.

• The temporal predictions were evaluated by comparing the ground truth of the model at
each period vs the predicted value.

MAE error for well for 20 time slices: 3.7081 ug/LMAE for well for 20 time slices: 2.7755 ug/L

Spatial and Temporal Prediction Modeling

Temporal Prediction for two example well location



Click to edit Master title styleTask 7: AI for EM Problem Set (Soil & GW): Exploratory Data Analysis and Machine 
Learning Model for Hexavalent Chromium [Cr (VI)] Concentration in 100-H Area 

FIU Year 3 Projected Scope

• Subtask 7.4: Algorithm development for spatiotemporal relationship

identification

The research on the spatiotemporal relationship exploration will be extended with

machine learning and deep learning algorithms such as Naïve Bayes, K-means,

Random Forest algorithms, Recurrent Neural Network – Long Short-Term Memory

(RNN-LSTM) and Convolutional Neural Network (CNN).

• Subtask 7.5: Publishing AI/ML models on AAML System

As part of the spatiotemporal relationship identification, algorithms were developed for

data pre-processing, exploratory data analysis, and direction-wise important

groundwater wells identification for surface water Cr(VI) predictive AI/ML models. FIU

will be publishing these models on an Advanced Automated Machine Learning (AAML)

system, which is a web-based system deployed in FIU infrastructure where users can

view the models and prediction results.



Task 8

AI for EM Problem Set (Soil and 

Groundwater) – AI System interface for 

sensor data ingestion and descriptive 

visual and data analytics (LBNL, SRNL)
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Task 8: AI for EM Problem Set (Soil & GW):Data analysis and visualization of
sensor data from the wells at the SRS F-Area using machine learning

Subtask 8.1 Exploratory Data Analysis

Subtask 8.2 Identify the Master/Proxy Variables

Subtask 8.3 Machine Learning Model Development & Optimization for Sensor Placement in Groundwater Wells
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Task 8:AI for EM Problem Set (Soil and Groundwater) – AI System interface for 
sensor data ingestion and descriptive visual and data analytics (LBNL, SRNL)

Site Needs:

• Develop machine learning tools to automate the monitoring and 

forecasting of contaminant transport dynamics at the Savannah River 

Site (SRS) F-Area to support DOE-EM’s goal for long time monitoring of 

contaminated groundwater sites.

Objectives:

• Develop data exploration tools for understanding the spatial and 

temporal distribution of the F-Area dataset.

• Develop a spatial interpolation approach for estimating a plume.

• Examine proxy variables at the site.

• Development of the AI/ML based system to perform predictive analytics. 



Subtask 8.4: Data interfacing module development for the AI/ML System

FIU Year 2 Research Highlights:

• Prototype data interfacing module 

development for the AI/ML System

• The sensor data from the ALTEMIS project will 

be available through an application 

programming interface (API) called HydroVu

API.

• Sensor collected variables will be water 

temperature, pH, specific conductance, and the 

water table (depth or DEPTH_TO_WATER).

• To ensure that a reliable system is established 

for holding the latest in-situ sensor data, a SQL 

Server Database was created.

• Once this data is secured on the database, it 

can be accessed from other systems and 

machine learning algorithms.

Data interfacing for AI/ML system

InSitu Sensor Database in SQL server



Subtask 8.4: Data interfacing module development for the AI/ML System

FIU Year 2 Research Highlights:

• Prototype data interfacing 
module development for the 
AI/ML System

• Different in-situ sensors have 
different data collection rates. 
Some variables are collected 
every hour while others are 
collected every 30 minutes.

• The data interfacing module is 
equipped with algorithms to 
resample the data stream to 
make it suitable for AI/ML 
application.

• The other notable features of 
the data interfacing system are 
time series smoothing, outlier 
elimination and missing value 
handling.

Test sensor data preprocessing by the AI/ML 

interfacing system



Subtask 8.5: Development of the AI/ML based system to perform predictive analytics 
using datasets containing time-series and imagery data from sensors

FIU Year 2 Research Highlights:

• Predictive analytics of time-series 
from sensors

• Principal Component Analysis (PCA) 
was applied on the dataset to 
determine the F-Area’s master and 
proxy variables. 

• After the PCA, 95% variability 
explaining Principal Components 
(PC) were considered.

• Each analyte’s contributions are 
summed from different wells and 
analytes are ranked according to 
their sum of coefficients in the PCs.

• This approach is still under 
investigation and was inconclusive in 
finding the proxy variables Sample PCA coefficients for the first 8 

principal components at a specific well

Visual explanation of PCA



FIU Year 2 Research Highlights:

• Machine Learning (ML) model’s prediction of contaminant concentrations using 

sensor collected variables

• Aqua Troll 200 and 500 sensors sense variables pH, reduction potential (RP), total 

dissolved solids (TDS), depth (DTW), specific conductance (SC), water temperature (WT).

• Main contaminants of concern were Uranium-238, Iodine-129 and Tritium. 

• From the Pearson coefficient (PC) results, specific conductance (SC) and uranium-238 

were selected to perform predictions as it had the highest correlation of 0.873. 

• With SC selected as the predictor and U-238 as the target variable, various ML models on 

the dataset were applied and their respective performance were evaluated.

Correlation matrix of the considered analytes

ML Model MSE

LinearRegression 0.005255

SGDRegressor 0.037348

KernelRidge 0.001665

BayesianRidge 0.005260

GradientBoostingRegressor 0.017442

SVR 0.014346

Mean Square Errors of each ML Model

Subtask 8.5: Development of the AI/ML based system to perform predictive analytics 
using datasets containing time-series and imagery data from sensors



FIU Year 2 Research Highlights:

• Machine Learning (ML) model’s 

prediction of contaminant 

concentrations using sensor collected 

variables

• As is evident in the MSE results, 

kernel ridge regression performed the 

best giving an error of 0.0016 on the 

testing set

• The prediction matches best the 

actual concentration in the plot 

• Although the results are according to 

the metric used for evaluation, most of 

the models did not generalize well on 

neither the training not testing set 

which assumed to be due to single 

feature used. Training and testing predictions of each ML Model

Subtask 8.5: Development of the AI/ML based system to perform predictive analytics 
using datasets containing time-series and imagery data from sensors



FIU Year 2 Research Highlights:

Deep Learning (DL) model’s prediction

• DL models were tested to predict uranium-238 values using the four primary sensor 

collected variables: water temperature, pH, specific conductance, and the water table 

(depth or DEPTH_TO_WATER) 

• The Deep Learning model is composed of several LSTM layers consisting of 25, 50, 

100, 100 neurons respectively, followed by a dense layer of 25 neurons. 

• the model takes in as input 60 previous values of each of the 4 input analytes for each 

well of the 25 wells and outputs a single value for the next time step for each of the 25 

wells

• The results shown in the table are sorted from the best performing predictions to the 

worst results.

Deep Learning Model architecture

Well name MSE

FSB120D 0.003397

FSB 99D 0.004078

FEX 4 0.006953

FSB138D 0.007425

FSB116D 0.007883

FSB114D 0.014966

FSB135D 0.021066

FSB108D 0.022508

FPZ 6A 0.024303

FSB126D 0.025907

FSB 91D 0.028179

FSB130D 0.031664

FSB127D 0.031774

FSP204A 0.034619

FSB 95DR 0.055514

FPZ 6B 0.065643

FSB 79 0.081650

FPZ 4A 0.088865

FSB118D 0.096445

FSB 97D 0.099618

FPZ008AR 0.109162

FSB 78 0.111251

FSB132D 0.141650

FSB124D 0.150550

FSB128D 0.201747

Mean Square Errors of the testing set for 

each well using the same DL model sorted 

from best to worst

Subtask 8.5: Development of the AI/ML based system to perform predictive analytics 
using datasets containing time-series and imagery data from sensors



FIU Year 2 Research Highlights:

• Deep Learning (DL) model’s 
prediction

• The time series plot of the train 

and test predictions are also 

shown.

• The two best predicted wells, 

FSB120D and FSB 99D 

(0.003397, 0.004078 

respectively) have test prediction 

and true values close to one 

another.

• The training predictions follow the 

true values which indicate that 

the network was learning on the 

input data but overall performs 

poorly on the testing data.

• The model needed to go deeper 

in order to generalize. Deep learning model predictions for each well

Subtask 8.5: Development of the AI/ML based system to perform predictive analytics 
using datasets containing time-series and imagery data from sensors



Click to edit Master title styleTask 8

FIU Year 3 Projected Scope

• Subtask 8.6: Publishing of AI/ML Models on the AAML System

• FIU will deploy the AI/ML models developed under this task 

towards the mission goal.

• Several AI/ML models were developed previously for various 

purposes, mainly predicting contaminant concentrations into the 

future. For instance, identifying the master/proxy variables and 

optimization for sensor placement groundwater wells. 

• These models will be deployed by publishing them on an AAML 

system to be used by other sites and labs to solve similar 

problems. This will make access to these ML models easy to 

access and analyze.
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Technology     2020         2021         2022         2023         2024

HQ

All Sites

Site

Deployment

In-house

Deployment

Site

Deployment

Site

Deployment

Algorithm 

Development

HQ, SRNL, 

ANL, PNNL

HQ

SRNL

PNNL

LBNL, 

SRNL

Data 

Exploration & 

Visualization

Algorithm 

Development

WIMS

KM-IT

AI System 

Development

AI System 

Development 

& Integration

AI System 

Development 

& Integration

Algorithm 

Development

Data 

Exploration/ 

Visualization

In-house

Deployment

In-house

Deployment

Site

Deployment

AI System

DevelopmentSRNL
In-house

Deployment
Waste 

Process



DOE-FIU Cooperative Agreement

Upcoming Events

Announcement
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Thank You. Questions?


