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Tuesday, September 27, 2022

Kurt Gerdes (Director, Technology Development) —

9:30 - 9:35am EDT Kick-Off /Welcoming Remarks (DOE-EM)

DOE EM-3.2
9:35 - 9:40 am EDT Welcoming Remarks (DOE-LM) Leonel Lagos on behalf of DOE Office of Legacy
Management
9:40 - 10:00 am EDT Projects 4 & 5: STEM Workforce FIU, DOE HQ (EM & LM), SRNL, PNNL, WIPP, SRS,
' ' Development and Training ORP, LBNL, WRPS, INL, Grand Junction
BREAK
11:00 - 12:00 bm EDT Projects 4 & 5 (cont’d): STEM Workforce FIU, DOE HQ (EM & LM), SRNL, PNNL, WIPP, SRS,
' SV P Development and Training ORP, LBNL, WRPS, INL, Grand Junction
BREAK

Project 1: Chemical Process Alternatives

1:00 - 2:30 pm EDT for Radioactive Waste

FIU, DOE HQ, PNNL, WRPS, SRNL, SRS

2:30 - 4:00 pm EDT Project 3: Waste and D&D Engineering & o ; poe o SRNL, PNNL, LBNL, INL, ANL
Technology Development

Wednesday, September 28, 2022

10:00 - 11:30 am EDT FIEIEEE 2. Entlrenime i Remepleien FIU, DOE HQ, SRNL, PNNL, ORNL, LANL, CBFO
Science & Technology

11:30 - 1:00 pm EDT Wrap Up (FIU Projects 1, 2, 3,4 & 5) FIU, DOE HQ (EM & LM)

Advancing the research and academic mission of Florida International University
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PROJECT 3

Waste and D&D Engineering &
Technology Development

Worlds
Ahead

Advancing the research and academic mission of Florida International University



FIU FIU Personnel and Collaborators

Applied Research

Genter Project Manager: Leonel Lagos

Faculty/Researcher: Himanshu Upadhyay, Joseph Sinicrope, Walter Quintero, Clint Miller, Santosh
Joshi, John Dickson, Mellissa Komninakis, Kexin Jiao, Masudur Siddiquee

DOE Fellows/Students: Roger Boza, David Mareno, Aurelien Meray, Adrian Muino Ayala, Christian
Lopez, Christian Dau, Derek Gabaldon, Philip Moore

DOE-EM: Dinesh Gupta, Genia McKinley, Jean Pabon, Jonathan Kang, Douglas Tonkay, Jennifer
McCloskey

SRNL: Jennifer Wohlwend, Connor Nicholson, Nick Groden, Aaron Washington, *Tristan Simoes-
Ponce, Carol Eddy-Dilek

PNNL: Vicky Freedman, Rob Mackley
INL: Rick Demmer

LBNL: Haruko Wainwright

*Former staff/student contributors
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Project Tasks and Scope

TASK 1: WASTE INFORMATION MANAGEMENT SYSTEM (WIMS) (HQ)

Subtask 1.1 WIMS System Administration - Database Management, Application Maintenance & Performance Tuning

Subtask 1.2 Waste Stream Annual Data Integration

Subtask 1.3 Cyber Security of WIMS Infrastructure

TASK 2: D&D SUPPORT TO DOE EM FOR TECHNOLOGY INNOVATION, DEVELOPMENT, EVALUATION
AND DEPLOYMENT

Development of Uniform Testing Protocols and Standard Specifications for Dust Suppressant Technologies in

Subtask 2.1 Support of Open-Air Demolition during D&D

Subtask 2.2 Applications of Intumescent Foams and Other Fire-Retardant Materials to Mitigate Contaminant Release
during Nuclear Pipe Dismantling and other D&D Activities

Subtask 2.3 Certifying Fixative Technology Performance when Exposed to Impact Stressors as Postulated in Contingency

Scenarios Highlighted in Safety Basis Documents

Subtask 2.4 Multi-functional 3D Polymer Framework for Mercury Abatement
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Project Tasks and Scope

TASK 3: D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL, INL, ANL)

Subtask 3.4 Content Management

Subtask 3.5 Marketing and Outreach

Subtask 3.6 D&D KM-IT System Administration
Subtask 3.7 D&D KM-IT System Administration
Subtask 3.8 KM-IT Tech Talks (NEW)

TASK 6: Al FOR EM PROBLEM SET (D&D): STRUCTURAL HEALTH MONITORING OF D&D FACILITY TO
IDENTIFY CRACKS AND STRUCTURAL DEFECTS FOR SURVEILLANCE AND MAINTENANCE (SRNL)

Design & Development of Machine Learning and Deep Learning Models to Identify and Locate Cracks in D&D

Subtask 6.5 -
Mockup Facility (NEW)
Subtask 6.6 Design & Development of a Mobile Application to Deploy Machine Learning and Deep Learning Models on the
ubtask 6.
IOS Devices at SRS (NEW)
Subtask 6.7

Research and Prototype Deployment of a Web Service API framework for Al Deep Learning Model (NEW)
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Project Tasks and Scope

TASK 7: Al FOR EM PROBLEM SET (SOIL AND GROUNDWATER) - EXPLORATORY DATA ANALYSIS AND
MACHINE LEARNING MODEL FOR HEXAVALENT CHROMIUM (CR [VI]) CONCENTRATION IN 100-H AREA
(PNNL) (NEW)

Subtask 7.2 Data Pre-processing and Exploratory Data Analysis to Evaluate the Chromium Concentration in the Samples

Subtask 7.3 Groundwater and Surface Water Spatiotemporal Relationship Identification

TASK 8: Al FOR EM PROBLEM SET (SOIL AND GROUNDWATER) - DATA ANALYSIS AND VISUALIZATION
OF SENSOR DATA FROM WELLS AT THE SRS F-AREA USING MACHINE LEARNING (LBNL, SRNL) (NEw)

Subtask 8.4 Data Ingestion/Communication Module Development for the Al/ML System (NEW)

Development of the Al/ML-Based System to Perform Predictive Analytics using Datasets containing Time-

Subtask 8.5 .
Series and Imagery Data from Sensors (NEW)




Waste Information
Management System (WIMS)
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Subtask 1.1 WIMS System Administration - Database Management, Application Maintenance & Performance Tuning

Subtask 1.2 Waste Stream Annual Data Integration

Subtask 1.3 Cyber Security of WIMS Infrastructure

Waste 'Information Management System
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FIU Waste Information Management System (WIMS)
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Site Needs:

« Accurate estimates of the quantity and type of present and future radioactive waste
streams is critical to the development of tools to integrate the complex-wide
management of LLW/MLLW treatment and disposal. A complex-wide LLW and MLLW

database and reporting system is needed to R —
= = = = = [Forecast Data | [Ds Map]| [G1s map] [ won | [Reports
communicate this information to local and national Welcome to WIMS

Waste Information Management System

stakeholders and governmental groups.

Disposition Map

Automatically generates
DOE waste disposition maps

Objectives:

* Provide a central web-based system to access waste
forecast streams for sites across the DOE complex.

L]
ers and site waste managers with the tools necessary to easily visualize
categories, and problems of forecasted waste streams.

- Provide easy-to-use systems to view & download - e
waste stream forecast information in various formats.

« Update waste stream forecast information annually.




FIU Waste Information Management System (WIMS)
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« Easy-to-use system to visualize and understand the forecasted DOE-EM waste
streams & transportation information.

» Various modules of WIMS are Forecast Data, Disposition Map, Successor

Stream Map, GIS Map, Transportation, Reports and Help.

 WIMS is deployed and available at https://www.emwims.org

Waste Information Manageme

£

Waste Information Management System
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https://www.emwims.org/

FIU Waste Information Management System (WIMS)
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A 36 Supported Sites:

Ames Laboratory

Argonne National Laboratory

Bettis Atomic Power Laboratory

Brookhaven National Laboratory

Energy Technology Engineering Center
Fermi National Accelerator Laboratory
Hanford Site-RL

Hanford Site-RP

Idaho National Laboratory

Kansas City Plant

Knolls Atomic Power Laboratory - Kesselring
Knolls Atomic Power Laboratory - Schenectady
Lawrence Berkeley National Laboratory
Lawrence Livermore National Laboratory
Los Alamos National Laboratory

Naval Reactor Facility

Nevada National Security Site

NG Newport News

Norfolk Naval Shipyard

Nuclear Fuel Services, Inc. (cleanup site)
Oak Ridge Reservation

Paducah Gaseous Diffusion Plant
Pantex Plant

Pearl Harbor Naval Shipyard

Pacific Northwest National Laboratory
Portsmouth Gaseous Diffusion Plant
Portsmouth Naval Shipyard

Princeton Plasma Physics Laboratory
Puget Sound Naval Shipyard

Sandia National Laboratories - NM
Savannah River Site

Stanford Linear Accelerator Center
Separations Process Research Unit
Thomas Jefferson National Accelerator Facility
Waste Isolation Pilot Plant

West Valley Demonstration Project



35 Disposition Facilities:

200 Area Burial Ground (HANF)

746-U Landfill(Paducah)

Area 5 LLW Disposal Unit (NTS)

Area 5 MLLW Disposal Cell (NTS)

Clean Harbors

Commercial TBD

E-Area Disposal (SRS)

EMWMF Disposal Cell (ORR)

Energy Solutions-Clive (formerly Envirocare)
Energy Solutions-TN (formerly GTS Duratek)
ERDF (HANF)

Impact Services-TN

INL CERCLA Cell (INL)

Integrated Disposal Facility (HANF)

New RH LLW Vaults (INL)

Omega Waste Logistics
OSWDF(Portsmouth)

FIU Waste Information Management System (WIMS)

Applied Research

Paducah CERCLA

Perma-Fix Gainesville
Perma-Fix--Diversified Scientific Services, Inc.
Perma-Fix--Northwest (formerly PEcoS)
Perma-Fix/Materials &amp; Energy Corp
Remote Waste Disposition Project (INLS)
River Metals

RMW Trenches (MLLW/LLW) (HANF)
RMW Trenches/IDF (HANF)

RWMC (LLW disposal) (INL)

Siemens

Smokey Mountain Solutions

TA 54/Area G (LLW disposal) (LANL)

To Be Determined

Unitech

US Ecology-ldaho

Veolia

Waste Control Specialists



FIU Waste Information Management System (WIMS)

Applied Research .
Center Forecast Period and Waste Type:

Date Range

« 2022 - Inventory

« 2022 to 2025 Waste Type

« 2026 to 2030  Low Level Waste

« 2031 to 2035  Mixed Low Level Waste

« 2036 to 2040 « 11e(2) Byproduct Material
« 2041 to 2045 « Other Material

« 2046 to 2050  Unknown

« 2050



FIU Subtask 1.1: WIMS System Administration - Database Management,
Application Maintenance & Performance Tuning

Applied Research )
i Accomplishments:

« Continued to perform day-to-day maintenance and
administration to ensure consistent high level of
performance of WIMS application.

« Updated patches and OS fixes, updated antivirus engines
and definitions, updated drivers and assured that the
network has been working properly.

« Hardware upgrades (memory, hard drives, video cards,
routers, firewall, etc.).

* Renewed yearly Secure Socket Layer (SSL).

« Updated domain controller.
« Updated backup scripts and backup repository hardware.

» Created development environment to support Subtask 1.2
(Waste Stream Annual Data Integration) which included:

« Backing up of production environment application and
database.

« Creation of staging server for testing (unit/integration).




FIU

Applied Research
Center

Subtask 1.2: Waste Stream Annual Data Integration

Accomplishments:

[Forecast Data | [ Disposition Map | [ €15 Map | | ion | [Reports

* Received and incorporated the revised waste Welcome to WIMS

Waste Information Management System

forecast data files into the system.

« Completed integration of 2022 waste forecast and
transportation data into WIMS system
(Milestone 2021-P3-M3).

Disposition Map

Automatically generates
DOE waste disposition maps

WIMS is developed to provide DOE Headquarters and site waste managers with the tools necessary to easily visualize,
understand, and manage the vast volumes, catego nd problems of forecasted waste streams.

WIMS meets this need
DOE sites. This syste
pathways, and potential choke points and barriers to final dis)

* Published 2022 Forecast Waste stream s o o

- is for pi g purposes
decisions or commitments. Any selection of disposition facility will be made after technical, economic, and policy

iInformation on April 25, 2022.

Created by Florida International University's Applied Research Center for the U.S. Department of Energy

gather, organize, and present waste forecast data from
forecast volumes, material classes, disposition

 Presented WIMS research at 2022 Waste

Management Symposia in March 2022. e e e

\\\\\\\\\

Waste from |AII Sites e | Generate Disposition Map

Waste to | All Facilities v |

Fiscal Year : From | 2022 v| To [2050To2050 v |waste Type: [AllMaterials v]
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S Accomplishments:

Wa?te Eor;m rEangem sttem

Contact U:
Waste from [Idzho Netional Laboratory v]
Display Forecast Data
Waste to [ All Faciliies ~] - .
Fiscal Year : From 2022 | To[2050To2050 v Waste Type: [All Materials ~ Waste'Information Mﬂﬂﬂﬂleme_l'l'? Sy_stem

Contact Us

/' [Forecast Data | [ littd [ GIS Map | [Transportation | [Reports
‘Generate Disposition Map

Forecast Data

Waste forecast to be disposed from Idaho National Laboratory to All Facilities
for All Materials Material(s) in m? (Fiscal Year: 2022 2050 To 2050) Waste to  [All Faciliies v]

Waste from |Ene Technology Engineering Center V‘

Print Disposition M.

position Facility Name Waste Stream Name MHSEB' Year : From ‘ 2022 V‘ To ‘ZDEU To 2050 Vanste Type: | All Materials v\
1CP Core - CHLLW SNF ICPCHO02a
ICP Core - CHLLW HLW 1CPCHO02b
ICP Core - CH LLW WM 1CPCHO02W . .
[Waste control spaciaite[1¢p Cora - wes u2z3 L oz | Disposition Map

ICP Core - CH LLW WM from RH TRU processing 1CPCHO02i

> Class A Status Treatment

INL CERCLA Cell (INL) ICP Core - CERCLA LLW debris 1CPCHO032

INL CERCLA Cell (INL) ICP Core - CERCLA LLW debris DDD ICPCHO03b

INL CERCLA Cell (INL) ICP Core - liquid LLW onsite ICDF DDD 1CPCLO03b

TEC - . N _ & Energy Solutions-Clive (formerly Envirocare)
INL CERCLA Cell (INL) 1CP Core - liquid LLW onsite ICDF ER 1CPCLO032 | ppg1 Low Level Waste  Debris Waste 0.00m* No =, . 6636 m 2
Waste Stream Name Field Strean
ICP Core - AMWTP CH-LLW AMWC002
Idaho INL CH-LLW INLCHOD2 e
| N - 3 B—a—
Idaho INL Classified CH-LLW INLCLL002 | ppo3 Low Level Waste  Debris Waste 6,636.33 m 3 No
Kdaho INL RH-LLW INLRH0D2
Idaho Energy Selutions-Clive (formerly Envirocare) | INL CH-LLW for Direct disposal INLCHOD4
—— - — — - - - - — ETEC —|Low Level Waste Debris Waste —lo.oom?2 No 8
Disclaimer: Dispesition facility information presented is for planning purpeses only and does not represent DOE's decisions or DDO02A
commitments. Any selection of disposition facility will be made after technical, economic, and policy considerations. ‘
@©Copyright Waste Information Management System (WIMS) 2022 .E)TDEGCZ —|Mixed Low Level WasEebris Waste ~{o.00m? No —D__—.—l
Applied Research Center Florida International University
https://emwims.org/
EEEOC" ‘_ tow Level weste pebris Waste ‘ ooom? " ‘ h _

I O re CaSt D ata ‘ Disclaimer: Disposition facility information presented is for planning purposes only and does not represent DOE's decisions or ‘

commitments. Any selection of disposition facility will be made after technical, economic, and policy considerations.

©Copyright Waste Information Management System (WIMS) 2022
Research Center Florida International Ur W3
https://emwims.org/

Disposition Map
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Accomplishments:

Waste Informaﬁon Management System

Home | [ Contact Us |[ Help

o) (Dt o

Waste disposed from [ Ames Laboratory

[Reports |

Waste disposed to  [All Facilifies v]
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Use Google Map API for enhanced user interaction
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i Accomplishments:

Waste Information Management System

4
A 1— = e
Waste from [Savannan River Site v]
Wa t em
Waste to  [AlFaciities v]
/
waste T Contact Us
aste fvpe = a /" [Forecast Data| | Disposition Map | [ 15 map] [T ion | [Reports |
_ Transportation Report [ Transportation Forecast Report ] Waste Stream Report ” Waste Stream Info Report “ ste Stream Forecast Report ]
Transportation
Shipping information for the Waste forecast to be disposed from Savannah River Site to All Facilities Waste From Waste To ‘ Al Facilities v|
for All Materials Material(s) (Fiscal Year: 2022 --2050 To 2050)
Waste Type | All Materials hd
Waste Stream Name Field Stream ID Waste Type Ri In
Savannah E-Area Disposal (SRS) Bulk Waste - From EMO Lw-1 Low Level Waste 0 0 =
s: h Contaminated Soil/Debris - From ER LLw-8-1 Low Level Wast 0 0 ‘
avannal ontaminated Soil/Debris - From ow Level Waste 14 < 1 o1 > > O @ 100% - = g] Find | Next
savannah Contaminated Soil/Debris - LWO & Saltstone | LLW-8-1 Low Level Waste 0 1
Savannah E-Area Disposal (SRS) Bulk Waste Luw-1 Low Level Waste o 0 WIMS: Transportati ’ _
Savannah E-Area Disposal (SRS) Bulk Waste - From LWO Lw-1 Low Level Waste o 0 Wort
T E-Area Disposal (SRS) Bulk Waste - From ER and D&D Lw-1 TonlaveliW e ) 0 Shipping Information for Waste Forecast to be disposed from Arg aterials (Fiscal Year: 2022 To 2023)
Savannah Contaminated Soil/Debris - LWO & Saltstone | LLW-8-1 Low Level Waste 0 0 Excel
— e - e : : _
Savannah E-Area Disposal (SRS) Bulk Waste - From Defense Programs (DP) [LLW-1 Low Level Waste 0 0 - PowerPoint
- = = = = 1 Argonne Energy Solutions- 200 D&D MA/ME 200 D&D MA/MB Low Level [1] 0 0 aQ
[Revoring sk isosiion Fcilty Name —————[WastsSream hame T R S N e oaer™ 200 i e
Savannah E-Area Disposal (SRS) Bulk from Naval Reactor Lw-1 Low Level Waste 0 0 Envirocare) oE
Savannah E-Area Disposal (SRS) Federal Baseline D&D Forecast LLW-1 Out-Year Low Level Waste 0 02 Argonne Energy Solutions- 212 D&D LLW 212 D&D LLW Low Level 1] ] 0 0
Savannah Liquid LLW LLW-5 Low Level Waste o 1 Clive (formerly Waste
5 = = m ; Envirocare) TIFF file
s: E-Area DI SRS) Bulk Waste - From SRNL w-1 Low Level Wast 0 0 .
v SaDERe W Waste - From onLeve Weste 3 Argonne Energy Solutions- IPNS D&D LLW  IPNS D&D LLW Low Level 0 0 0 0
Savannah E-Area Disposal (SRS) Bulk Waste - From FAQ Lw-1 Low Level Waste 0 0 Clive (formerly Waste
savannah Aqueous Liquids for Offsite Treatment MLLW-7 Mixed Low Level Waste|0 0 Envirocare) MHTML (web archive)
B B B 4 Argonne Energy Solutions- 331 D&D LLW 331 D&D LLW Low Level [1] 1] 0 0
Clive (formerly Waste
Envirocare) €SV {comma delimited)
e Disposition fadiity in i Ty opm— . e 5 Argonne Energy Solutions- 205 D&D LLW 205 D&D LLW Low Level 4] [+] 0 i}
isclaimer: Disposition facility information presen Is tor planning purposes only an oes not represen S decisior i -
‘ commi ‘Any selection of disposition facility will be made after technical, economic, and policy considerations. Clive (formerly Waste XML file with report data
Envirccare)
/ 6 Argonne Energy Solutions- 202 D&D LLW 202 D&D LLW Low Level a 1] 0 (1]
Applied Research (Eilw_e {fnrrr;erlv Waste Data Feed
@Copyright Waste Information Management System (WIMS) 2022 Canter nvireeare
Applied Research Center Florida International U.niversity 7 Argonne Energy Solutions- 306 D&D LLW 306 D&D LLW Low Level 1] o a o 0 o
https://emwims.org/ Clive (formerly Waste
| Envirccare)
8 Argonne Energy Solutions- 200 M-Wing 200 M-Wing D&D Low Level 0 (1] a ] 0 (1]
. Clive (formerly D&D LLW LLw Waste
Envirocare)
ral I S po r a I 0 n 9 Argonne Energy Solutions-  High Activity AE-L104DOE Low Level 0 0 Q o 0 a
TN (formerly GTS LLW Waste
Duratek) (=200mr/hr or v
s p
£

©Copyright Waste Information Management System (WIMS) 2022
Applied Research Center Florida International University

https://femwims.org/

Reports - Sample Transportation Report




FIU Subtask 1.3: Cyber Security of WIMS Infrastructure

Applied Research ] ] )
Center Description and Accomplishments:

» Cyber security of WIMS involves securing the
network infrastructure that is deployed, secured
and maintained in the FIU facility.

« This involves coordination between the FIU
security team and DOE Fellows who learn cyber
security skills while assisting staff do penetration
testing and other tasks to test the overall security
of the system at the application, database and
Infrastructure levels.

« WIMS infrastructure penetration testing reports
are generated using third party tools and FIU IT
security.




FIU The Waste Information Management System (WIMS) Development,
Maintenance and New Data Integration

Applied Research

Center

FIU Year 3 Projected Scope

« Subtask 1.1: WIMS System Administration - Database Management, Application Maintenance &
Performance Tuning

» This subtask includes the day-to-day maintenance and administration of the application and the
database servers.

« Administrator will monitor the network and server traffic and perform updates necessary to optimize
the application performance.

» FIU will provide application and database security as well as help desk support to DOE site
managers, HQ managers and other users who need assistance with WIMS.
« Subtask 1.2: Waste Stream Annual Data Integration
* Update WIMS modules — Forecast Data , Waste Stream and GIS map.
» Update and publish reports.
« Update and publish transportation module.
« Subtask 1.3: Cyber Security of WIMS Infrastructure
» Provide cyber security to WIMS infrastructure, application, database server and reporting server.

« Cybersecurity training and support of DOE Fellows while working with pen testing & forensics
tools used with WIMS system.
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Task 3: D&D Knowledge Management Information Tool (KM-IT)

Subtask 3.4

Content Management

Subtask 3.5

Marketing and Outreach

Subtask 3.6

D&D KM-IT System Administration

Subtask 3.7

Cyber Security of D&D KM-IT Infrastructure

Subtask 3.8

KM-IT Tech Talks (New)

Rl e ”  TERETN
Modules Powered by the Global D&D Community
Hotline Technology, Web Crawler Mobile System

Lessons Learned Best Practices Picture Video Library. Document Library

Specialist Directory Vendors D&D Research Training

Additional Features

{ D&D RESEARCNH Fixative Module
# For DOE EM * See ore

D&D Tech Talk

TECH TALK ON KM-IT PLATFORM
JULY 19,2022 @ 2-3PM

Understanding Decontamination (and a dozen other lessons)



FIU Task 3: D&D Knowledge Management Information Tool (KM-IT)

Applied Research

Center

Site Needs:

« To prevent the loss of the collective knowledge from the aging workforce, the need to
collect, retain and disseminate knowledge in an organized and structured way through
the development and maintenance of a universally available and usable knowledge
management system for DOE-EM.

Objectives:

« Knowledge management (KM) is a modern approach & discipline being used
within EM to capture knowledge. Objectives for KM-IT are to attain the long-term
active use, operation, and continued growth of the knowledge from across the
DOE global community and capture within the KM-IT system, resulting in
enhanced worker safety, improved operational efficiencies, improved
communication & knowledge among stakeholders, and the cross-generational
transfer of knowledge to the future workforce.




FIU Knowledge Base for Environmental Management

Applied Research
Center

Knowledge Base for Environmental Management

Knowledge Base for Environement Management
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D&D Knowledge Management
Information Tool

D&D KMHT is a web-based knowledge
management information tool custom-built
for the deactivation and decommissioning

GETITON
» Google Play
KM-IT
, 2 Download on the
Mobile . o App Store

Fixative Native App
5

Deactivation and Decommissioning
Mobile Platform

About KBEM

Knowledge Base for Environmental Management

<

Waste information Mansgement System } E Robotics KM-IT
o ¥ Kocrmiedge Waragerracs kor

Waste Information Management Robotics Knowledge Management
System Information Tool

s

Student

[ il a

DOE / FIU Cooperative Agreement DOE / FIU Science & Technology
Research WorkForce Development Initiative

The KBEM provides a common interface for all IT applications for DOE EM -

developed and maintained by the Applied Research Center at Florida International 57 rlu \ Appiied Besearch
University. The Knowledge Base for Environmental Management (KBEM) provides )5 ) Center

a unified system of knowledge management (community of knowledge) for the > A FLORIPA IRTERNATIORGIEERERRRATY
Department of Energy Office of Environmental Management (DOE EM) and - so>~

includes the following major areas: Deactivation and Decommissioning (D&D), Soil

and Groundwater (S&GW), Waste Processing, and International Knowledge
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Center

Subtask 3.4: Content Management

Accomplishments:

Published D&D technologies, vendors, D&D technologies, lessons
learned, best practices, D&D news, conferences and other content to
KM-IT.

Performed QA/QC of existing content in the system with assistance of
DOE Fellows.

107 technologies were published on this platform in this fiscal year,
bringing the total technologies published to 1,544.

655 technologies published in the last 3 years

Portable Fume Extractor Robotic Welders

Anti-Contamination “Blu” Suit



FIU Subtask 3.4: Content Management

Applied Research ] ] )
Center Description and Accomplishments:

e D&D KM-IT web analytics Yellow — March, 2012 Blue — August, 2022

to track usage metrics
« 1,544 D&D technologies
« 1,117 registered users
« 999 D&D vendors
« 108 subject matter specialists

Vendors
Tech

Users

SMS

Growth from March 2012 to Aug 2022

Fully searchable resources — Original sources no longer available
« 169 ALARA Center reports archived (Hanford and SRS)
« 231 Innovative Technology Summary Reports archived




FIU

Subtask 3.4: Content Management

Applied Research

Jul 2021 - Jun 2022 DND KM-IT WEB ANALYTIC DATA
TOTAL PAGEVIEWS AVG. TIME ON SITE

31,551 .

SESSIONS UNIQUE USER VISITS
USERS TOP QUERIES (Clicks)
ail aiba alpha @MErican ac avionics

18,918 17,114
iiiii e coat decongel del dnd

TOP 5 DEMOGRAPHICS
@ equipment - giraff goliath hglove , innovation
lock lprms Mar ... MONIrobo niton
nuclear porticool poxy protection

4.5% 4.4% 4.3% 3.5% Returning 9.7% radiation . . robocran scaffold
sentry ... stripcoat systems .
- 90.3% NEW
‘ G o

ud tomeo trigger vasteras
BROWSERS MODULE DESTINATION

TRAFFIC TYPE
REEERRAL

&
4
S

USA UK INDIA CHINA CANADA

CHROME MICROSOFT EDGE SAFARI INTERNET EXPLORER

S O

51% 24.4%

= TECHNOLOGY VENDORS PIC. LIBRARY HOTLINE
//Q) \ 45% 16.8% 3.9% 3%

4.9% - B —
Source: Google Analytics (GA)




FIU Subtask 3.4: Content Management

Applied Research ] ] )
Center Description and Accomplishments:

« KM-IT visited by every state of
the union in the last 12 months

« Top 5 states include:
— lllinois — 25.84%
— California — 6.83%
— Virginia — 6.65%
— Texas — 5.13%
— Florida—4.87%




FIU Subtask 3.5: Marketing and Outreach

Applied Research )
i Accomplishments:

D&D KM-IT at Waste Management 2027

D&D KM-IT

Knowledge Management Information Tool

« Reaching out to sites/national labs to D&D
iIncrease KM-IT user involvement KM-IT

In this issue

» Development of newsletters, post cards AT
and factsheets @ WM22 Booth #830 [

e Virtual D&D Tech Talk on KM-IT Platform,
January 18, 2022 @ 2 pm

gevelopments and capabilities integrated i

o Ot h er mar ketl n g an d @) utre acC h En%BeL(gAeAA-AIaLgemem S ment Information Tool (aitp://www dndkny
to introduce the system to 2o Nt -0, 2022 We i s
S M E Who m ay n Ot be aware hrch 9, during the 8:00-11:15 am professi
of its features and capabilities T W e B

. D&D KM-IT
tium Knowledge Management Information Tool

rlu Apoied Bosearch Ganto EA arid

PROJLCT: Waste and D&D Engineering and
Techaology Development: Deactivation and

Virtual Tech Talk on KM-IT Platform
October 19, 2021

informotion Toel (DBD KM-IT)

CUENT; US Department of tnergy
SITE: DOE Complex-wide

§° B TECH TALK ON KM-IT PLATFORM

ROBER 19, 2021 @ 2-3 PM

D&D KM-IT Artificial Intelligence in the

PRINCPAL

Knowledge Management Information Tool .ndU.Stry o . ! > TECH TALK ON KM‘-ITVPLATFORM
iversity (FIU) continues its Tech Talks series on APRIL 19,2022 @ 2-3 PM Ellow Daniel Martin presented at the

vill collaborate with Idaho National Laboratory
stential of Artificial Intelligence in the Nuclear

The D&D KM-IT is a web-based knowledge management information tool
custom built for the D&D user community, This system is being developed
by Florida International University - Applied Research Center (FIU-ARC) in
collaboration with the Department of Energy (DOE HQ).

iennial Forum of the International
missioning Network (IDN) in
, Austria

Decommissioning Knowledge Sharing
in the 21st Century

Modules
© Hotline o Vendors
0 Technology o Training

o Web Crawler o Mobile System 3 ‘ i
o Best Practices o ALARA Reports folio, the nuclear power industry must innovate

0 Lessons Learned o Specialist Directory educe its operating cost. The U.S. Department of

o Video Picture Library o Collaboration Tools == iipated this need and launched the Light Water

LWRS) Program to research and develop

ans to achieve this objective. Because artificial
enabler for modern automation solutions, the

hre leveraging advancements in Al models and

itenance of a nuclear power plant depends on
sive activities, which result in a cost disadvantage
2s. In order for nuclear energy to remain part of

Looking forward to seeing you!

just a friendly reminder about the Tech Talk today
at 2 pm EST on the KM-IT platform

JOIN THE TECH TALK

https://www.dndkm.org
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Center

Accomplishments:

Participation at workshops and conferences such
as the Waste Management Symposia

 FIU ARC Booth

« Presented Al application to D&D problem set
- Best Oral Presentation Award

* Presented KM-IT poster at WM2022
» Presented WIMS poster at WM2022

it




FIU Subtask 3.6: D&D KM-IT System Administration

Applied Research ] ] )
Center Description and Accomplishments:

 D&D KM-IT System Administration is an ongoing task,
which involves day-to-day administration of servers that
house the KM-IT databases and web applications.

» This task includes updating patches and OS fixes,
updating antivirus engines and definitions, updating
drivers and assuring that the network is working properly.

» Under this task, hardware upgrades are also conducted
(memory, hard drives, video cards, routers, firewall, etc.)

* Other administrative tasks consist of network access
control of staff and DOE Fellows
(including remote network access).

» This task also supports the creation of development
environments for other subtasks, data and application
backups.

Virtualized Server
Architecture
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Center

Subtask 3.6: D&D KM-IT System Administration

Description, Process and Accomplishments:

This task involves migration/backup of
the existing databases and KM-IT
modules to latest .NET Framework.

Created a development environment for
the application and database server.

Tested application before moving to
production on staging servers.

This constant administration improve
performance, security, stability and long-
term support of the system.

SQL Server® Versions Currently Supported

| b.
(Last Updated: Jul 2020) e

‘online-c

.COMm,

Check Our High-Quality On-Demand Online Courses SQUNETHUB,
s h ine-courses

SQL Server SQL Server SQL Server
2012 2016 2019
Extended Extended Extended
Support Ends Support Ends Support Ends
07/2022 07/2026 10/2030
SQL Server SQL Server
2014 2017
Extended Extended
Support Ends Support Ends
07/2024 10/2027

Learn more: https://support.microsoft.com/en-us/lifecycle/search

Microsoft®

NET

Framework




FIU Subtask 3.7: Cyber Security of D&D KM-IT Infrastructure

Applied Research ] ] )
Center Description and Accomplishments:

» Cyber security of D&D KM-IT involves securing
the network infrastructure maintained in the FIU
facility.

» Updated Secure Socket Layer (SSL) for Linux

dndkm.org domain

» Trained DOE Fellows in DOE-EM Cybersecurity LKAL'
lab on advanced security tools commonly used in
the industry.

« Maintained and optimized firewall rules

NTIMAVPR

@

== Windows

* Regularly performed penetration testing on
network, KM-IT database and application servers.

 (i.e., Kali Linux, nMap)




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research )
i Accomplishments:

» Conducted D&D-related Tech Talk every quarter on the D&D KM-IT platform.

» Collaborated with National Laboratories and/or DOE sites to identify and present
technical topics of interest to the community.

« Tech Talks are conducted virtually using an online meeting platform that can be
accessed via KM-IT

* Promoted Tech Talks via newsletters, website, emails and flyers developed by FIU.

e Conducted 4 Tech Talks:

* October 19, 2021
The Potential of Artificial Intelligence in the Nuclear Power Industry

e January 18, 2022
Crack Detection and Localization Using Deep Learning Technique

* April 19, 2022
Decommissioning Knowledge Sharing in the 21st Century

« July 19, 2022
Understanding Decontamination (and a dozen other lessons)




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research )
i Accomplishments:

D&D KM-IT

\sssoning Knowlodge Manage

October 19, 2021
The Potential of Artificial Intelligence in the Nocten Pover sty - Octaber 13,2021
Nuclear Power Industry

Topic:
Potential of artificial intelligence in the nuclear

power industry

TECH TALK ON KM-IT PLATFORM
OCTOBER 19, 2021 @ 2-3 PM EST

nal University (FIU) continwes its Tech Talks szries on October 19th, 2021 focusing on seversi DAD topics resevant to the
L wit colladarate with Sdaho Natianal Labaratory (INL) focusing on the Fotential of Artificial Intedigence in the Nudear

Collaborator:
Idaho National Laboratory (INL)

creating custam technologes and solutions for the nudear industry, An overview of some key
ik

Speaker:
Dr. Ahmad Rashdan

the ” ial of Artificial
intelligence in the Nuclear Power
Industry

Watch on @ Yorlide PN o e sy

Senior research and
development scientist at
Idaho National Laboratory (INL)




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research )
i Accomplishments:

D&D KM-IT

January 18, 2022

Crack Detection and Localization Using Z“JD‘k o
rack | etection and Localization Using Deep Learning
Deep Learning Techniques ooy 5, 1020 2pm

Topic:
Using deep learning techniques to detect
infrastructure cracks at DOE facilities

Collaborator: TECH TALK ON KM-IT PLATFORM
Crack Detection and Localization Using Deep
FIU Research

Learmng Techniques - January 18, 2022 @ 2-3 PM

= m ) is conducting of D&D Ta :h alks focu d o0 several DEO topics relevant to the DOE EM
il Featura  Tach Tak From DOE Fals  Roger Bo his research performed at FIU's Applied Research
operauva agreeme t focusing on using deep learning techniques to detect infrastructure crack at DOE facilities.

Feedback Form Newsletter Signup

Speaker:
Roger Boza

DOE Fellow pursuing a Ph.D. in
Computer Science with a focus on
machine learning (M.L.), artificial
intelligence (A.l.), and deep
learning (D.L.) techniques




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research .
emet Accomplishments:
D&D KM-IT T

. Deactivation & Decommissioning Knowledge Management Information Tool _ m
Aprll 19’ 2022 Home | contribute | about | contact | More Modules » Welcome Guest  @EETO
Tech Talks January 19,2021  April 20,2021 July 20,2021  October 19,2021  January 18, 2022 | ApHI19, 2022 Archive
Decommissioning Knowledge Sharing in 2w G
Tech Talk
t h e 2 1St Ce n t u ry KZZTT}i;g;;ing Knowledge Sharing in the 21st Century
prit 19,

Topic:
Decommissioning activities and techniques,
lessons learned and best practices

Collaborator:

Argonne National Laboratory * TECH TALK ON KM-IT PLATFORM

APRIL 19, 2022 @ 2-3 PM

Florida International University (FIU) is conducting a series of D&D Tech Talks focusing on several D&D topics relevant to the DOE EM
Complex. On April 19, 2022, FIU featured a Tech Talk from Lawrence {Lamy) Boing focusing on the Decommissioning Knowledge Sharing in
the 21st Century.

Speaker:
Lawrence (Larry) Boing

Senior Staff

Facility Decommissioning SME
and D&D Experiences KM
Training Director

Watchon (£ YouTube




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research )
i Accomplishments:

D&D KM-IT i
J u I 1 9 2 O 2 2 Deactivation & Decommissioning Knowledge Management Information Tool _ m
y 1

[ Home | contribute [ avout [ contact | More Modules ~ Welcome Guest  (EST

Understanding Decontamination (and a A N

Tech Talk [ Add to Calendar
d O Ze n 0 t h er I eS S O n S) Understanding Decontamination Microsoft Teams App
(and a dozen other lessons) If you are using 2 mobile device, please
July 19, 2022 @ 2 pm install the Microsoft Teams App to join.

Topic: o O
Discussing how to stop worrying and learn to love

engineering to get the work done

Understanding

Decptamina Past Tech Talks

April 19, 2022
Decommissioning Knowledge Sharing in
the 21st Century

s ; Ve January 18, 2022
" Crack Detection and Localization Using

Collaborator: }Eﬁ.wmmm e
Idaho National Laboratory (INL) october 19, 0z

Photo credit: Capabilities of Idaho National Laboratory hitps://inl.gov/sbout-inl/ capatiities/ The Potential of Artificial Intelligence
in the Nuclear Power Industry

Florida Internati rsity (FIU) is conducting 2 series of D8D Tech Talks focusing
several D&D topi vant to the DOE EM Complex. On July 19, 2022, FIU featured
2 Tech Talk from retired Idsho National Laboratory scientist Rick Demmer to discuss July 20, 2021
how to stop worrying and learn to love engineering. Advanced Environmental Monitoring

Speaker:
Rick Demmer, Ph.D

Systems (ALTEMIS): New Paradigm of
Long-term Monitoring

Flyer i dback Form Signup

April 20, 2021
Use of Robotics in Nuclear Applications

January 19, 2021
Successful Deployment of Fire-
Retardant Fixative at SRS 235

Senior Staff

Retired scientist, project
manager and distinguished
scientist from the Idaho
National Laboratory

(39 years tenure at the INL)

Event Contact

For more information about this and
future events, please contact us.

Watch on (8 Youlube

Contact Us




FIU Subtask 3.8: KM-IT Tech Talks

Applied Research

Center Next Tech Talk:

October 18, 2022
University R&D and Deployment of Robotics Systems at DOE Facilities

Topic:
Recent robotic technologies deployment by FIU at DOE Facilities

Collaborator:
FIU Robotics Research Team




FIU D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL,
INL, ANL)

Applied Research
Center

FIU Year 3 Projected Scope

« Subtask 3.4: Content Management

» Publishing D&D technologies, vendors, D&D technologies, lessons learned, best practices, D&D
news, conferences and other content to KM-IT

» Perform QA/QC of existing content in the system with assistance of DOE Fellows

« Subtask 3.5: Marketing and Outreach
* Reaching out to sites/national labs to increase KM-IT user involvement

 Participation at workshops and conferences such as Waste Management and engagement with
other agencies such as the IAEA.

 Introduce the system to SME who may not be aware of its features and capabilities
» Development of newsletters, post cards, factsheets and other print material to promote KM-IT

« Subtask 3.6: D&D KM-IT System Administration

 D&D KM-IT System Administration is an ongoing task which involves day-to-day administration of
servers that house the KM-IT databases and web applications.

» This task includes updating patches and OS fixes, updating antivirus engines and definitions,
updating drivers and assuring that the network (firewall, routers and switches) is working

properly.




FIU D&D KNOWLEDGE MANAGEMENT INFORMATION TOOL (KM-IT) (HQ, SRNL,
INL, ANL)

Applied Research
Center

FIU Year 3 Projected Scope

« Subtask 3.7: Cyber Security of D&D KM-IT Infrastructure

* Cyber Security of D&D KM-IT Infrastructure involves securing the network not only by system
administration tasks mentioned above, but also by conducting routine cyber security tasks to test
the network’s vulnerability.

« This involves coordination between the FIU security team and DOE Fellows who learn
cybersecurity skills while assisting staff do penetration testing and other tasks to test the overall

security of the system at the application, database and infrastructure levels.

» Subtask 3.8: KM-IT Tech Talks
« Conduct D&D related Tech Talk every quarter on the D&D KM-IT platform.

» Collaborate with National Laboratories and/or DOE sites to identify and present technical topics
of interest to the community.

» Tech Talks will be performed virtually using an online meeting platform (KM-IT)
* Promote Tech Talks via newsletters, website, emails and flyers developed by FIU.




Al for EM Problem Set (D&D) —
Structural Health Monitoring of D&D
Faclility to Identify Cracks and Structural
Defects for Survelillance and
Maintenance (SRNL)




FIU Task 6 : Al for EM Problem Set (D&D): Structural Health Monitoring of D&D Facility to
Identify Cracks and Structural Defects for Surveillance and Maintenance (SRNL)

Applied Research

Center
Subtask 6.5 Design & Development of Machine Learning and Deep Learning Models to Identify and Locate Cracks in D&D
' Mockup Facility
Subtask 6.6 Design & Development of a Mobile Application to Deploy Machine Learning and Deep Learning Models on the

IOS Devices at SRS
Subtask 6.7 Research and Prototype Deployment of a Web Service API framework for Al Deep Learning Model




FIU Task 6: Structural Health Monitoring of D&D Facility to Identify Cracks and
Structural Defects for Surveillance and Maintenance (SRNL)

Applied Research
Center

Site Needs:

 To understand and monitor the structural health conditions of facilities around the DOE
complex as they await nuclear decommissioning.

« Adequate inspections and data collection / analysis to be performed on a continuous
and ongoing basis.

Objectives:

« Improve model architecture and predictive performance.

« As time passes by, new techniques are discovered which allow neural networks to extract
better features and increase predictive power.

« Research and explore deployment of trained models on mobile devices for use in real-
time around the DOE complex by operators.

» Design and development of web service to deploy Al model.




FIU Subtask 6.5: Design & Development of Machine Learning and Deep Learning
Models to Identify and Locate Cracks in D&D Mockup Facility

Applied Research _ ]
e FIU Year 2 Research Highlights: . . . .
« Developing and training new - ‘~
classification models. E‘% ' ol RS
« Trained and tested 6 Convolutional —
Neural Networks (CNN) for classifying Training data sample
Images. name | comvolutonallyers | Ovillonsy | OBy | seounsey
. . Ml 4 0.01 0.23 98.1%
« The training dataset was composed of M2 i 004 05 9525
. . M3 3 0.10 1.26 98.4%
20,000 images with cracks and 20,000 M g 01 st s5.%
iImages without cracks. Mo | ¢ b H o1
* All models achieved over 98% validation Model memory footprint and validation accuracy
accuracy. o
Norma{)@ 1 00% probability - (true label = normal) Cracko@ 100.00% probability - true label = crack)
DR I e .-;:«. P PRy ‘.v§. B w

13 > o
.-\ 3
f
S et
o

0 20 40 60 80 100 120

0

10.5 232 031 0.10 0.04 0.01

Prediction results on sample images Physical memory and performance analysis




F"J Subtask 6.5: Design & Development of Machine Learning and Deep Learning
Models to Identify and Locate Cracks in D&D Mockup Facility

Applied Research _ ]
Genteh FIU Year 2 Research Highlights: Coyer 59)
conv2d_9 (Conv2D) (None, 128, 128, 4) 112
- - max_pooling2d_7 (MaxPooling2 (MNone, 64, 64, 4) 2]
* Developed tiny model version. B

» This model was designed to have a small o peoTneRe S eoer (o, 2 0

conv2d_11 (Conv2D}) (None, 29, 29, 8) 206

physical memory footprint and to have a e ponTingai 5 (RavposTing? (hone, o, 16,
hlgh accuracy conv2d_12 (Conv2D) (None, 12, 12, 8) 524

max_pooling2d_1@ (MaxPooling (MNone, 6, 6, 8) 2]

¢ Only 91'5 kB Of memory! flatten_3 (Flatten) (None, 288) e
° 98.6% aCCur‘aCy. dense_5 (Dense) (None, 8) 2212

dense_6 (Dense) (None, 2) 18

Total params: 3,47@
maodel accuracy Trainable params: 2,478

100 A Non-trainable params: @

CNN architecture

model = Sequential()

model.add(Conv2D(filters=4, input_shape=(target_image_size[@],target_image_size[1],3),
kernel_size=(3,3),padding="same"”, activation="relu"))

model.add({MaxPool2D(pool_size=(2,2)))

model.add(Conv2D(filters=8, kernel_size=(3,3), activation="relu"))

model.add({MaxPool2D(pool_size=(2,2)))

model.add({Conv2D(filters=16, kernel_size=(3,3), activation="relu"))

model.add(MaxPool2D({pool_size=(2,2)))

9 model.add({Conv2D(filters=32, kernel_size=(3,3), activation="relu"))

18 model.add(MaxPool2D(pool size=(2,2)))

model.add(Flatten())

model.add(Dense(units=8,activation="relu"})

3 model.add(Dense(units=2, activation="softmax™))

4 model. summary()

[ T, IS TU R Y

0.70 1 = ACCuracy
Walidation Accuracy

0 5 10 15 20 25 30 s
Epoch

[

[=1]

(Mg ]

i
Bl bR

Training and validation accuracy Python code for CNN
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FIU Year 2 Research Highlights:

« Tensorflow Lite conversion.

 Converted all CNN models to their
TensorFlow Lite versions for mobile
deployment.

« These models occupy a smaller memory
footprint and are suitable for mobile
devices.

« Multiple ways to convert models.

 Directly from a TensorFlow saved model (i.e.,
SavedModel)

 From a Keras .h5 saved model using the
from_keras_model() function.

Model Name Keras Model — File Size = TF Lite Model — File Size Reduction
MO 91.5 KB 16.6 KB 5.51
M1 231 KB 63.5KB 3.64
M2 555 KB 171 KB 3.25
M3 1.26 MB 418 KB 3.01
M4 3.64 MB 1.19 MB 3.05
M5 26.6 MB 8.87 MB 3.00
M6 121 MB 40.3 MB 3.00

Model sizes before and after conversion

Subtask 6.5: Design & Development of Machine Learning and Deep Learning
Models to Identify and Locate Cracks in D&D Mockup Facility

INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
INFO:

tensorflow:
tensorflow:
tensorftlow:
tensorftlow:

tensortlow

tensorftlow:

Froze 12 variables.
Converted 12 variables
Froze 12 variables.
Converted 12 variables

:Froze 12 variables.
tensorftlow:
tensorflow:
tensorflow:
tensorflow:
tensorflow:
tensorftlow:
tensorftlow:
tensorftlow:

Converted 12 variables
Froze 18 variables.
Converted 18 variables
Froze 16 variables.
Converted 16 variables
Froze 18 variables.
Converted 18 variables
Froze 16 variables.

to

to

to

to

to

to

const

const

const

const

const

const

Converted 16 variables to const

ops.

ops.

ops.

Ops.

ops.

ops.

ops.

Console output during conversions

L:] MO.tflite
Type: TFLITE File Sizes 16,6 KB

L:] M1.tflite
Type: TFLITE File Size: 63.5 KB

L:] M2.tflite
Type: TFLITE File Size: 171 KB

L:] M3.tflite
Type: TFLITE File Size: 418 KB

L:J M4.tflite
Type: TFLITE File Size: 1.19 MB

L:] M5.tflite
Type: TFLITE File Size: 8.87 MB

L:] Mé.tflite
Type: TFLITE File Size: 40.3 MB

Saved TensorFlow Lite models on local drive




FIU Subtask 6.5: Design & Development of Machine Learning and Deep Learning

Applied Research

Center FIU Year 2 Research Highlights:

* Object detection with You Only Look Once
(YOLOV3)

e Better YOLOV3 crack detection model
with tighter bounding boxes and higher
confidence scores.

« Used Keras callback functions to stop the
training early when the loss function did
not improve over time.

« Reduction of learning rate on plateau
during fine tuning.

model loss - coarse model loss - fine tunning
S—w 21
8000 e
2%
6000 24
5 32
2 2000 -
20
‘ 18
2000
16
0 u
0 100 200 300 400 500 600 0 S0 100 150 200 250 300
epoch epoch

Model loss value during coarse training and fine tuning

Models to Identify and Locate Cracks in D&D Mockup Facility

Epoch 577/1ee0

5/5 [swsmseusns

Epoch 578/100@

5/5 [===m===n==

Epoch 579/1000
5/5 [

-------------------- ] - 4s 80ims/step - loss: 25.7863 - val_loss:
-------------------- ] - 4s 847ms/step - loss: 28.8526 - val_loss:

------ ] - 4s 808ms/step - loss: 27.8816 - val_loss:

Epoch 580/1000

Y C——

Epoch 581/1000

-------------------- ] - 4s 828ms/step - loss: 31.7066 - val_loss:

5/5 [=
Epoch 582/1000
5/5 [====

Epoch 583/1000

S CE—

Epoch 584/19000

5/5 [==mm===a==

-------------------- ] - 4s 824ms/step - loss: 28.2139 - val_loss:

======s==s========== ] - 4s 819ms/step - loss: 26.9793 - val_loss:

Epoch 00584: early stopping

====== ] - 4s 809ms/step - loss: 29.9588 - val_loss:

] - 4s 826ms/step - loss: 27.6685 - val_loss:

23.5676

27.2604

25.363@

20,1554

28.8598

21.4318

21.6117

22.5110

Early stopping during model training

Crack object detectlon results




FIU

Applied Research
Center

FIU Year 2 Research Highlights:

* Deployment of TensorFlow Lite models

* Deployed multiple sample TFLite
models from the TensorFlow GitHub
repository on mobile devices.

« 4 sample models are available in the
sample development.

» TensorFlow Lite backend was used in
conjunction with Android Studio to
package the project and install it on
the mobile device.

* The mobile app has a pulldown menu
that shows the frame size, crop size,
view size, rotation, inference time,
threads, model, and device.

Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine
Learning and Deep Learning Models on the iOS Devices at SRS

RO PASE o -1 3
" TensorFlow

5.

computer keyboard

WORTERE P
I TensorFlow

52.73%

Sample model predictions and model selection

Parameter Description

Frame Size Size of image being captured by camera.

Crop Size Size of cropped image passed to model.

View Size Size of image displayed on screen for user.
Rotation Rotation of image.

Inference Time take for the selected model to make a
Time prediction.

Threads Number of threads used by the app to execute.
Model Trained model.

Device To execute on CPU or GPU.

Parameter selection and functionality




FIU Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine

Learning and Deep Learning Models on the iIOS Devices at SRS
Applied Research —

Center FIU Year 2 Research Highlights:

« Graphical user interface for mobile
device

« Android Studio Artic Fox integrated
development environment (IDE) used
to design and develop the mobile
application for mobile device.

= 10.102.206.141
IR
[T TTT]
EEEEEEEEEEE
INEEEEEEEER

* The integrated development
environment (IDE) has a drag and
drop approach for designing the
application layout which makes it
Intuitive and user friendly.

B
]

 Split view functionality used during
development for verifying the screen
layout looks exactly as intended while
writing the design code for the

licati Application screen concept (left), design view in IDE
appiicaton. (middle), and deployed on mobile device (right).




F"J Subtask 6.6: Design & Development of a Mobile Application to Deploy Machine
Learning and Deep Learning Models on the iIOS Devices at SRS
Applied Research

Center FIU Year 2 Research Highlights:

« Graphical user interface for mobile
device

« Mobile application can classify
Images as either crack or normal.

» Using the trained CNN classifiers.
« Using state-of-the-art models:

« VGGI6

« RESNET50

« MOBILENET

* Mobile application can detect and
locate cracks in images.

- As well as facemask (custom trained [ rem-sr oo
model) —

* The 1,000 common objects in the SN,
COCO dataset. Crack classification (left) and crack object detection (right)




FIU framework for Al Deep Learning Model

Applied Research

Center FIU Year 2 Research Highlights:

« Web service API

A Web API was created to expose
the deep learning models to the
mobile app.

« The API runs in a local server now
and functions as a communication
point between the front-end GUI
and back-end process.

* Once the Web API receives a
request, it dispatches it to a socket
server listening on a specific port.

* The socket server has all the
available models loaded in memory
waiting to do inferencing on the
Imagery data received.

Subtask 6.7: Research and Prototype Deployment of a Web Service API

Examples:
To do object detection using a model called "yolov3_crack”:
"{"Action": "Object Detection”, "ModelName": "yolov3_crack”, "ImageData": "/9j/4AAQSkZIRgABAgAAL......... ¥

To do image classification using a model called "crack_flassifier”:

{"Action": "Image Classification”, "ModelName": "crack_classifier”, "ImageData": "/9j/4AAQSkZIRgABAZAAL. ... "

To get a list of all models available for object detection:
"1"Action": "Model Names", "Type" : "Object Detection"}’

To get a list of all models available for image classification:
"{"Action": "Model Names", "Type" : "Image Classification"}'

JSON request format for the Web API

In

[*]: 1 LOCALHOST = ™"

2 | PORT = 22223
3 server = socket.socket(socket.AF_INET, socket.SOCK_STREAM)
4 server.setsockopt(socket.S0L_S0CKET, socket.S50 REUSEADDR, 1)
5 server.bind({ (LOCALHOST, PORT))
&  print("Server started")
7 print("Waiting for client request..”)
2 while True:
server.listen(l)
clientsock, clientAddress = server.accept()
newthread = ClientThread(clientAddress, clientsock)
newthread.start()
#break

Server started

Waiting for client request..

Connection from : ("192.168.211.1", 6@877)

exit = ends with done

(416, 416, 3)

Found 2 boxes for img

tie 1.80 (69, 254) (171, 418)

person 1.88 (17, 34) (482, 396)

8.11127816000008693

{'Result': {'Object 1': {'Class': "tie', 'xPosition': 69, 'yPosition': 254,
dth': 171, 'Height': 428, 'Probability': '©.99882226'}, 'Object 2': {'Class’:

"Wi

‘person’, "xPosition’: 17, 'yPosition': 34, ‘Width': 482, 'Height': 395, 'Proba

bility': '©.90092838'}}}
Client at ('192.168.211.1"', 68877) disconnected...

Socket server responding to request.




FIU Subtask 6.7: Research and Prototype Deployment of a Web Service API
framework for Al Deep Learning Model

Applied Research : .
Center FIU Year 2 Research Highlights: T

Cookies

Params  Authorization Body ®

] ]
. We b S e rV I C e A P I I est I n none form-data www-form-urlencoded @ raw binary GraphQL JSON v Beautify
g’ 1 "Action": * 3_crack”, "ImageData” 3 /4A8QSKZ IRGABAGAAZABKAAD/ 7AARRHV a3k ASQAEAMAAZ AAA/ +4ADKF kb2 T1AGTAAARAAF / T
EBAAEEAWEBAAMAAAAAARAAAACEBOYIAQIDCQOQAAAGAQHCAWMEBQAPF wwB JQECAWQF BEcAEQESEYEUCTEVFKFRThGNCTTIVOGRSUTZ] IV2t:
TUdbXVNDDHA9CKBGKSSKNT c50281R01LQ1NVI1V4eXeDnRegqLCAmMmhgbHSF 5h@00 RIXmIBd N1 HkawdVGZsanKL h Il ATnyCmIKhEAAZEDAWIC XEMBQEZAQIDA
@FRINQIYXEygZGhsSMVWdF CUNKSsNzs 1RG1DUNNNCYCFBigs I TkOMkNI S@VXXVV] cZotIDgE0EpIW1tXY44e ] jw2QLhf FEXEXFRUPKZSY5d2aGI@dXKENISbZnh/ /
10pTS1NKUBPTSINKUBPTSINKUBSTS INKUBTSINKUBPTS INKUBPTS INKUBDTSINKUDTS1
SINKU@PTSINKU@PTSINKU@DTSINKUGR TS 1NKURR TS INKURPTS INKUBPTS 1INKUBST S INKUBD TS INKURPT SINKUBPT S INKUBD TS INKUAD TS INKU@R TS INKU@PTSINKUAPTS INKUBR TS INKUB TS INKUGD
TSINKUBPTSINKUBDTS INKUGPTSINKUBPTS INKUBPTS INKUAPTSINKUBP TS INKU@P TS INKUBPTS INKUBP TS INKUBP TS INKU@DTS INKUBPT S INKUBP TS INKUBp TS INKUBD TS 1NKURP TS INKUBP TS INKU@
PTSINKU@PTS1TnX+NearTCR1igaX5+GmGib20efEdTa+Yaq7imrSd50t3SPVEIyoQpg+UNY/k8q2HDNFFyI9ME6GZDRIDEFKEIP1DWA7d225vuuDFu0BneZhT IGRVOX1up8DZpQw+YgGu4d/amcgfwa/
8qqV/XIrw/d1xvBAVP8AYcv+8qs/gi7hf4v/AOXxv7NXCFBAFvPUCEDNx160mIypILCYrUovlGAngI toyaduQIAF8TdHSHNUPiGUSFLUOY tpXIUHSVARIA1ArXy 01 FPEZPMK 25yt 7exIC5/
KpIxt8trVD9gqllqbz3fZ4CYr70esShpiOd 3k61CAGICICGrSjZnlmI5mIIksFrVg317eB+Q1hud7VuedTe77p 2Y83hvkRkIE6RGAUPIF x8tdDG0agpPSpgo0BcqZIQL

RAAIRAQMRAF/
=
NKUBPTSINKUBpTSINKUADTS INKUBDTSINKUBPTS INKUBPTSINKUBPTSINKUBDTSINKUBPTS INKUBP TS INKUBP TS INKUBPTS. d]
, INKU@pTSINKU@PTSINKUBPTSINKUBPTSINKUBPTSINKUBpTS1NKURP TSINKUGPTS INKUBPTSINKUBpTS INKUGPTSINKUGPTSINKUBPTS1NKUBPTSINKUBP TS INKURP TS INKUBPTSINKUBPTSINKUGpT

AQEBAQEBAQEBAQESAQI CASICAZICAEICANMDAWMDAWMDAWE BAQEBAQE CAQECAST BAZIDAWMDANMDAWMDAWMDAWMDAWMDAWMDAWMDAWMDAw
aAAWDAQACEQMRADSA31a2dr5weBpTSINKUBpTSINKURP TSINKUBPTSINKUBPTS INKUBPTSINKUBDTSINK
IKU@PTSINKUBPTSINKUBPTSINKUBPTSINKUBP TSINKUBPTSINKUBPTS

the machine learning server. S R P
» Currently, there are four actions/ ——
. Postman executing the object detection command
commands that can be given to the
API.
* All four commands were successfully | o = .

3 /4AAQSKZIRgABAZAAZABKAAD/ 7TAARRHV I a3KAAQAEAAA)

MDAWMDAWMDAWMDARVDA

MDAWIMDAWEBAQEBAQE CAQECAET BAZIDANMDANMDAWMDS

te Ste d us I n g P O St man. i e e

bATQAAQEBAQEBAQEBAQEBAQEBAQE BAQEBAQEBAQEBAQE BAQEBAQEBAQEBAQEBAQT CATCAZTCARTCAWMD:
/ 8AAEQEHRAPOAWERAATRAQMRAT /

WD AWMDAMDARMDAKMDAMDA

EAUZAAQACAEMBAQEBAAAAAAAAAAAHCAY JBAUKAWTBCWE BAAEE

Command Description

aAAWDAQACEQMRADBA3152dr 5w@BpTSINKUApTS INKUGPTS INKUBPTS INKUBP TS INKUADT SINKUBP TS 1NKUBP TS INKI

MOdeI Names : ObjECt DetECtlon Returns a IiSt Of a" mOdEIS for ObjeCt deteCtion' 1NKU@pTSINKUGPTSINKUBPTSINKUBPTSINKUBPTSINKUBpTSINKUBPTSINKUBPTS INKUBPTSINKUBPTS INKUBPTSINKURPTSINKUBPTS1INKUBP TSINKUSP TS INKUBP TSINKUBPTS INKUBPTS1INKUSD

TSINKUBpTSINKUGpTSINKUGPTSINKUGPTSINKUBPTSINKUBPTSINKUBpTSINKUGPTSINKUBPTS INKUBP TS INKUBPTS INKUGPTSINKUGPTSINKUBPTSINKUBPTSINKUBpTSINKUBP TSINKUBPTSINKU

Mode I N a m eS : : I m a ge Retu rn S a I ISt Of al I m Od e |S for | mag e @pTSINKUBPTSINKUBpTSINKUApTS INKUGPTSINKUBPTS INKUBPTSINKUGPTSINKUSpTSINKUGP TS INKUBPTSINKUBP TS INKUBPTS INKUBP TS INKUGPTSINKU@PTSINKUBPTSINKUGPTS1NKURP TSIN
Classification classification. e gt B e s o e e S e e
Object Detection Predicts the objects and their location in an : ’

image.

Image Classification Predicts the image category.

FRIhdhcTIjVOGRsUIZIIV2t
g6 pHTny CmIKhEAAGEDAWTCBQUGEXEMBQEZAQT
RUPKZSY5G2aG]@dXKERISbZnA/ /

NKU@pTS1NKUBPTSINKUBPTSINKUpTSINKUAPTS

Save Response v

Body

Q

Pretty Raw Preview Visualize JSON v =

: {\"Class\": \"Crack\", \"Probabi.

API commands and their description Postman executing the image classification command




FIU Task 6 : Al for EM Problem Set (D&D): Structural Health Monitoring of D&D Facility to

Identify Cracks and Structural Defects for Surveillance and Maintenance (SRNL)
Applied Research _
TEILE] Task is Completed:

* Project 3 Task 6 Deliverable

. 2021-P3-D7 (9/9/2022)

« Design & Development of Machine Learning and Deep Learning Models to
Identify and Locate Cracks in D&D Mockup Facility Deployed on Mobile App
Supported by Web API

COMPLETED!

 Work done for Task 6 will be applied to Task 9




FIU

Applied Research
Center

Al for EM Problem Set (Waste
Processing):

Nuclear Waste Identification and Classification
using Deep learning (SRNL)




FIU Task 9 - Al for EM Problem Set (Waste Processing) (SRNL)

Applied Research

Center

FIU Year 3 Projected Scope

« Subtask 9.1: Algorithm & Model Development to Identify and
Classify Nuclear Wastes

* Research state-of-the-art Artificial Intelligence (AL) algorithms like
Machine Learning (ML) and Deep Learning (DL) to segregate LLW.

* Nuclear Waste Identification and Classification of LLW using
algorithms and models.

« Subtask 9.2: Transition Previously Trained Deep Learning Models
to the Advance Automated Machine Learning (AAML) System

* The state-of-the-art ML/DL models trained and optimized for image
classification and object detection of LLW will be published to the
Advance Automated Machine Learning (AAML) platform.




Al for EM Problem Set (Soil & GW):

Exploratory Data Analysis and Machine
Learning Model for Hexavalent Chromium [Cr
(VI)] Concentration in 100-H Area (PNNL)




FI" Task 7: Al for EM Problem Set (Soil & GW): Exploratory Data Analysis and Machine
Learning Model for Hexavalent Chromium [Cr (VI)] Concentration in 100-H Area

Applied Research
Center

Subtask 7.2 Data Pre-processing and Exploratory Data Analysis to Evaluate the Chromium Concentration in the Samples

Subtask 7.3 Groundwater and Surface Water Spatiotemporal Relationship Identification




FIU Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate
the Chromium Concentration in the Samples

Applied Research

Center

Site Needs:

« Subsurface Chromium transport temporal and spatial relationships
identification using Artificial Intelligence and Machine Learning.

Objectives:

« Data pre-processing to evaluate and find methods to understand the
chromium concentration in groundwater and aquifer tube samples.

« Perform exploratory data analysis using state-of-the-art statistical
methods.

» Develop Artificial Intelligence and Machine Learning algorithm for
spatiotemporal relationship exploration.




F"J Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate
the Chromium Concentration in the Samples

Applied Research

Center FIU Year 2 Research Highlights:

Data Pre-Processing for Aquifer Tubes:

A data filter algorithm was designed for 100-HR-D area data, and 15 aquifer tubes were
obtained from the algorithm for further processing which are denoted by the red star in the plot.

Shoreline groundwater well identification feature was included in the algorithm to find and use
groundwater wells as a proxy or target in addition to the aquifer tubes based on data density.

Adjacent Groundwater wells of Aquifer tubes
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FIU Subtask 7.2: Data Pre-processing and Exploratory Data Analysis to Evaluate
the Chromium Concentration in the Samples

Applied Research

Center FIU Year 2 Research Highlights:

Identification of Groundwater wells in 100 HR-D area:

» For the input to the Al/ML model, 83 groundwater wells were identified in the 100 HR-D area by
the data pre-processing and exploratory data analysis algorithm.

« Groundwater wells 699-97-48C, 199-D8-54B, 199-D5-141, and 699-97-61 were removed as
suggested by hydrological domain expertise due to their concentration levels not reflecting the
unconfined aquifer tubes.

55555

66666

Easting



Subtask 7.2: Data pre-processing and exploratory data analysis to evaluate

F"J the chromium concentration in the samples
Applied Research

Center FIU Year 2 Research Highlights:

Further Data preprocessing:
« Grouping of chromium concentration data of each of the 83 wells was done into periods of time.

« The 1,826 dates ranging from 2015 till 2019 were split into 50 periods with each period containing
the chromium concentration mean values for further analysis in later machine learning modeling.

« Each period contained mean concentration values for the 83 wells for a range of 1 month, 6 days.

5 meanRanges - Dictionary (50 elements) - O X

Key - Type Size Value

2015-01-01 to 2015-02-06 Array of float6d (83,) b ;:Zgzgzgg; f"’:93398271 ST Sl
2015-02-96 o 2015-03-15 [N EEUNNER e 2503166208 19:9580967011 2:30996607 -+ 2 .50.. e The Key column
2015-03-15 o 2015-00-21 [T 1. 8807687 £ ORI 2B A BB 2, F58S contains the 50 date
|y [ 170238961 11.0469409  6.74020347 ... 23. i ]
[12252}32026 10.55387276 8.5918258 ... 23. .88.. ranges or peI‘IOdS.

2015-04-21 to 2015-05-27 Array of float64 (83,)

2015-05-27 to 2015-07-02 Array of float64
[ 1.52614943 9.09423077 9.4 SERV £

2015-07-02 to 2015-08-08 Array of float64 (83,) & Feti e ° The Value Column

[ 1.52050505 7.46316568 9.77815907 ... 23.

2015-08-08 to 2015-09-14 Array of float6d (83, G i
8-08 to 2015-09-14 1s ... contains the mean

015-10-20 Array of float64 - [ 1.60986472 5.85414201 8.4958035 ... 23.
D £ZU ~-19-29 ray + (025,

[%:;45&5135 4.34669731 6.50366578 ... 22.98496853 4 Concentratlon Values

11.20227732

[ 1.92161016 .:?:59463246 6.02900886 ... 22.83515982 1. for a.” 83 groundwater

2015-11-25 2016-01-06 re f at6d (8
015-11-25 to 16-01-01 ay of float6 10.19341916

2016-01-01 to 2016-02-07 Array of float6d (83,) [ 2:14381443 3.43231767 6.75550459 ... 22.58561644 1. We”S |dent|f|ed_

8.79672897 ...
[ 2.33772453 3.29878049 7.40736998 ... 22.33561644

2015-11-25 Array of float64 (83,)

2016-02-07 to 2016-03-14 Array of floatb4 (83,




Subtask 7.2: Data pre-processing and exploratory data analysis to evaluate

FIU the chromium concentration in the samples
Applied Research

Center FIU Year 2 Research Highlights:

Boxplot for non-extraction-wells

199-D2-11 L
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Further data preprocessing 199.04-15 :."
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F"J Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship
Identification
Applied Research

e FIU Year 2 Research Highlights:

Spatial and temporal information fusion:

« For each of the target wells in the ML model, angles ranging from 225 to 390 degrees
and radius up to 1500m, were explored for the ML models’ performance at directions
and distances.

* Support Vector Machine, Random Forest, K-nearest Neighbor and Regression

algorithms were applied for ML model development with each proxy groundwater well
as the target, and with each of the aquifer tubes as the target.

List of wells

199-D8-89 Predictors at ML model with MIN mae error [at 390 deg] 16 Target name: 199-D8-89 [Radius:1500]

5 1.0
Radius:1500 =
5.895 ? ‘| B

5.894

Predictors at ML i otss
model with 01
MIN mae error
[at 390 degl Target timeseries [199-D8-89]

['699-96-52B",
'199-D8-69", | . —e— 199-D8-89
'199-D8-91", z . -
'199-D8-68 ", 5 -89
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’ °
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- 0.6

- 0.4
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F"J Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship

ldentification
Applied Research

Center FIU Year 2 Research Highlights:

i Blue:minError [Radius:1500]
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The blue lines indicate with minimum error
how similar the Hexavalent Chromium
concentration values are for the aquifer
tube wells in that direction.

>

The Outcome Of The Regression Analysis As Spatiotemporal Relation
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that direction.



FIU Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship

Identification
Applied Research

Center FIU Year 2 Research Highlights:

Spatial and Temporal Prediction Modeling

« The main objective for Spatial Prediction modeling was, given the location of within 100-
HR-D, predict the chromium concentration level. Input to the ML model was location data
and output was concentration data for the location.

« The main benefit of these ML models is that for the entire 100-HR-D area, even a
location with no monitoring well could have its concentration level predicted
spatiotemporally, thus giving us a larger overall picture into spatiotemporal relationships

in the area. 5
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FIU Subtask 7.3: Groundwater and Surface Water Spatiotemporal Relationship

ldentification
Applied Research

e FIU Year 2 Research Highlights:
Spatial and Temporal Prediction Modeling

« For any certain location, the concentration time series are formulated using the
predictions from individual ML models for the time windows ranging from 2017 to 2018 as
for demonstration.

» The temporal predictions were evaluated by comparing the ground truth of the model at
each period vs the predicted value.

Temporal Prediction for two example well location

Time Series for Well 199-D4-14 Time Series for Well 199-D4-39

8

—— Predictions
—— Ground truth

8 8

—— Predictions
=—— Ground truth
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FIU Task 7: Al for EM Problem Set (Soil & GW): Exploratory Data Analysis and Machine
Learning Model for Hexavalent Chromium [Cr (VI)] Concentration in 100-H Area

Applied Research

Center

FIU Year 3 Projected Scope

« Subtask 7.4: Algorithm development for spatiotemporal relationship
Identification

The research on the spatiotemporal relationship exploration will be extended with
machine learning and deep learning algorithms such as Naive Bayes, K-means,
Random Forest algorithms, Recurrent Neural Network — Long Short-Term Memory
(RNN-LSTM) and Convolutional Neural Network (CNN).

« Subtask 7.5: Publishing AI/ML models on AAML System

As part of the spatiotemporal relationship identification, algorithms were developed for
data pre-processing, exploratory data analysis, and direction-wise important
groundwater wells identification for surface water Cr(VI) predictive Al/ML models. FIU
will be publishing these models on an Advanced Automated Machine Learning (AAML)
system, which is a web-based system deployed in FIU infrastructure where users can
view the models and prediction results.




Al for EM Problem Set (Soil and
Groundwater) — Al System interface for

sensor data ingestion and descriptive
visual and data analytics (LBNL, SRNL)




FIU Task 8: Al for EM Problem Set (Soil & GW):Data analysis and visualization of
sensor data from the wells at the SRS F-Area using machine learning

Applied Research

Center

Subtask 8.1 Exploratory Data Analysis

Subtask 8.2 Identify the Master/Proxy Variables

Subtask 8.3 Machine Learning Model Development & Optimization for Sensor Placement in Groundwater Wells




FIU Task 8:Al for EM Problem Set (Soil and Groundwater) — Al System interface for
sensor data ingestion and descriptive visual and data analytics (LBNL, SRNL)

Applied Research

Center

Site Needs:

* Develop machine learning tools to automate the monitoring and
forecasting of contaminant transport dynamics at the Savannah River
Site (SRS) F-Area to support DOE-EM'’s goal for long time monitoring of
contaminated groundwater sites.

Objectives:

* Develop data exploration tools for understanding the spatial and
temporal distribution of the F-Area dataset.

* Develop a spatial interpolation approach for estimating a plume.
« Examine proxy variables at the site.
« Development of the AlI/ML based system to perform predictive analytics.




FIU Subtask 8.4: Data interfacing module development for the Al/ML System

Applied Research g 81 g T T

LD FIU Year 2 Research Highlights: BT T,

last_tm = 0

elif(data.shape(@] != @ and last_tm==0):
last_tm = 0

else:

last_tm = int(datal"timestamp’].iloc(-1])

- L]
P n n m try:
* rotot e data I terfaCI OdUIe printilastta)
r = requests.get(url="https://www.hydrovu.com/public-api/v1/locations/{}/data?startTime={}". format(id, last_tm), headers=headers)

parameters = pd.DataFrame(json. loads(r.text))
params = pd.json_normalize(parameters|'parameters'])[['parameterIld’, 'unitld', ‘readings']]

params = params.replace({"parameterId": param_unit_dict.parameters}).replace({"unitId": param_unit_dict.units})
eV e O p l I l el I O r e y S el I I params = params.rename({"parameterId":"ANALYTE_NAME", "unitId":"RESULT_UNITS"}, axis=1)

for 1 in range(params.shape(]):

curr = pd.DataFrame(params. readings(i])

curr = curr.rename({"value":"RESULT"}, axis=1)

- - curr['STATION_ID'] station_id
 The sensor data from the ALTEMIS project will
curr[*RESULT_UNITS'] = params.iloc(i] ['RESULT_UNITS']

data = pd.concat([data, curr])
last_tm = int(data('timestamp'].iloc(-1])

be available through an application

pass|

programming interface (API) called HydroVu Data interfacing for AI/ML system

©-0[8- 0-2 M| BNewauey B

| | b Exeeute

 Sensor collected variables will be water T

FISELECT TOP (1006) [COLLECTION DATE

temperature, pH, specific conductance, and the e e
water table (depth or DEPTH_TO_WATER). e

External Tables
Graph Tables

« To ensure that a reliable system is established * e

F COLLECTION_DATE (datetime, not |

B STATION_ID (nehar(30), not null)  Mio0% -

for holding the latest in-situ sensor data, a SQL e

F RESULT_UNITS (nchar(30), not null)

Keys 1 | 2021-10-1819:00:00.000 | defaut-857929  Spectfic Conductivty 0 HS/em

Constraints 2 202110-1823.00.00.000 defau-857929  Density 0.99727076292038  g/om®

Server Database was created DD ST S b

Indexes 4 2021-10-1905:00:00.000  defaut-857525  Density 0.997746645404266  g/em®

. Statistics 5 2021-10-1912:00:00.000  defaut-857929  Specific Conductivity 0 uS/em

Views 6 2021-10-1913:00:00.000  defaut-857929  Densty 0.997182726860046 glem?®

External Resources 7 2021-10-1922:00:00.000  defautt-857929  Specfic Conductivty 0 HS/em

- - - Synonyms. 8 2021-10-20 01:00:00.000  defaut-857529  Density 0.997617900371552  g/em®

« Once this data is secured on the database, it e et
’ Service Broker 10 20211020 15:00:00.000  defaut-857929  Pressure -0.0152546844482422  psi.

Storage 1 20211020 180000000  defaut-857529  Spectic Conductivty 0 uS/em

Security 12 2021-102021:00.00.000 defaut-857929 Density 0.997566044330697  g/em?

can be accessed from other systems and e

15 20211021 140000000 defauk 857925  Specic Conductiviy 0 uS/em
;:N::i::ds 16 2021-10-21 17:00:00.000  defaut-857929 Pressure -0.0200538635253306  psi
r T l 1 . M Pv\pyEasE 17 2021-10-21 16:00:00.000  default-857929  Salinity o psu
aC I n e e a r n I n a O rI t I I I S Always On High Availability 18 2021-10-2207:00:00.000  defaut-857929 Pressure -0.0228080749511719  psi
. Management 19 2021102201:0000000  defauk 857529  Salinky 2.3263064365387E10  psu
Integration Senvices Catalogs 20 20211022130000.000  defauk 857928 Prossure DOTATIZBIIN0ID  psi
[ XEvent Profiler 21 20211022 120000000  defoult 857929  Saliniy 0 psu

InSitu Sensor Database in SQL server




FIU

Applied Research

Center

* Prototype data interfacing
module development for the
AlI/ML System

» Different in-situ sensors have
different data collection rates.
Some variables are collected
every hour while others are
collected every 30 minutes.

* The data interfacing module is
equipped with algorithms to
resample the data stream to
make it suitable for AI/ML
application.

* The other notable features of
the data interfacing system are
time series smoothing, outlier
elimination and missing value
handling.

FIU Year 2 Research Highlights:

Subtask 8.4: Data interfacing module development for the AI/ML System

30 A

20 A

10 A

710 .

Temperature

—— Orignial time series

Resampled Daily time series

Resampled Biweekly time series

Resampled Monthly time series

T T T T T T T T
2021-11 2021-12 2022-01 2022-02  2022-03 2022-04 2022-05 2022-06

Test sensor data preprocessing by the Al/ML
Interfacing system




FIU

Applied Research
Center

* Predictive analytics of time-series
from sensors

Principal Component Analysis (PCA)
was applied on the dataset to
determine the F-Area’s master and
proxy variables.

After the PCA, 95% variability
explaining Principal Components
(PC) were considered.

Each analyte’s contributions are
summed from different wells and
analytes are ranked according to
their sum of coefficients in the PCs.

This approach is still under
Investigation and was inconclusive in
finding the proxy variables

Subtask 8.5: Development of the AI/ML based system to perform predictive analytics
using datasets containing time-series and imagery data from sensors

FIU Year 2 Research Highlights:
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PCA 1st Dimention
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PCA-1 PCA-2 PCA-3 PCA-4 PCA-5 PCA-6 PCA-7 PCA-8

AIR TEMPERATURE  0.102380
ALUMINUM  0.209404

ANTIMONY  0.226339

ARSENIC  0.216403

BARIUM 0.041901

CADMIUM  0.195584

CHROMIUM  0.227322

COBALT  0.196552

COPPER  0.208106

FLOW RATE  0.061055

GROSS ALPHA  0.201608
IODINE-129  0.145042

LEAD  0.192421

MERCURY  0.073673

NICKEL 0.201101

NITRATE-NITRITE AS NITROGEN ~ 0.030262
NONVOLATILE BETA 0.212211

PH  0.1983950

PHENOLPHTHALEIN ALKALINITY (AS CACO3)  0.000000
RADIUM-226  0.146314
RADIUM-228  0.017079

SELENIUM  0.213242

SILVER  0.214773

SPECIFIC CONDUCTANCE  0.020991
THALLIUM  0.193350

1.234097e-01  3.495543e-01 3.40763%e-01 5.356416e-02 6.090447e-02  2.043845e-01 1.687024e-01
1.531009e-01  2.450514e-02  7.022393e-02 2.330824e-02  2.133390e-02 3.254308e-02  5.290117e-02
3.393170e-02 2.846446e-02 6.779186e-02 5.381069e-02  1.571567e-02 2.082037e-02 9.875431e-02
1185710e-01 5.077209e-02 9.404089e-02 5.793076e-02 4.365579e-02 4.496003e-02 9.159309e-02
4.228686e-01 4.763509e-02  6.188755e-03 5.170906e-02 9.015444e-02 1.165268e-01  8.270252e-02
1.390958e-01 2.088727e-01 1.322026e-01 4113189%e-02 2.964509e-02  2.358105e-02  2.215028e-02
1.181977e-02 2.249990e-02 6.053330e-02 5.236909e-02 8.384730e-03 1.443588e-02 9.991355e-02
7.158359e-02 2.441781e-01 1.640933e-01 5.932134e-02 4681411e-02  5.054937e-04 2.531334e-02
2.253234e-02 2.111304e-01 1.485372e-01 4.549500e-02 3.999765e-02 2.554200e-02 2.697470e-03
4.099440e-01 8782828e-02 6.388255e-02 5.70673%-02 4.528206e-02 3.095622e-02  6.287574e-02
1.723345e-01 1.139024e-01 9.772754e-03 6.835300e-02  1.279833e-01 3.573303e-02 7.927211e-02
9.332004e-02  3.604424e-01 9.591866e-02 2.298940e-01  1.237840e-01 8.900711e-02  8.871691e-02
1.150853e-01 1.934076e-01 1.886733e-01 1.208674e-01 1.728585e-02 4.454083e-03  1.678293e-01
4.137209e-02 3.881847e-01  4.241208e-02  1.522036e-01  3.265145e-01 4.354033e-01 7.049603e-02
1.963278e-01 1.013267e-01  3.641300e-02  1.510642e-03 2.004341e-02 4.365913e-02  1.037564e-02
2.686606e-01 1908299e-02 2929274e-01  2.281528e-01 5.235250e-01  2.254715e-01  1.619122e-01
1.622360e-01 4.201748e-02  4.143243e-02 2.054718e-02  1.939661e-02 4.730751e-02 1.881391e-02
1.241813e-02 1.458567e-01  1.294656e-02 3.863705e-02 1.458886e-01 9.224930e-02 3.284768e-01
2.783329e-29 1569284e-25 3.060726e-23 4.257709e-20 1.001997e-18 9.812416e-19  5.467697e-18
2.565300e-01 1.930703e-01 1.003220e-01  2.229073e-01 1.516109e-02  9.797535e-02  1.188350e-01
1.831709e-01 8.438320e-02  3.353698e-01 4.123578e-01 5.901668e-03  2.050289e-01 3.801160e-01
6.008249e-02  1.238945e-01  1.504982e-01 8964931e-02 4.633820e-02 4.005977e-02  1.260389e-01
1.273973e-01 5.304807e-02 9.663064e-02 5.822603e-02 4.655779e-02 4.744864e-02 9.058450e-02
8.266471e-02 5497949e-03  9.810204e-02  6.584954e-01 5.352365e-01  1.288482e-01  1.146437e-01
2.097446e-01  7.375532e-02 1192460e-01 5.957249e-02 7.351090e-02 7.036592e-02 7.843054e-02

Sample PCA coefficients for the first 8
principal components at a specific well




Subtask 8.5: Development of the AI/ML based system to perform predictive analytics
using datasets containing time-series and imagery data from sensors

FIU Year 2 Research Highlights:

FIU

Applied Research
Center

* Machine Learning (ML) model’s prediction of contaminant concentrations using
sensor collected variables

« Aqua Troll 200 and 500 sensors sense variables pH, reduction potential (RP), total
dissolved solids (TDS), depth (DTW), specific conductance (SC), water temperature (WT).

 Main contaminants of concern were Uranium-238, lodine-129 and Tritium.

* From the Pearson coefficient (PC) results, specific conductance (SC) and uranium-238
were selected to perform predictions as it had the highest correlation of 0.873.

« With SC selected as the predictor and U-238 as the target variable, various ML models on
the dataset were applied and their respective performance were evaluated.

Mean Square Errors of each ML Model

IODINE- SPECIFIC URANIUM- WATER

DEPTH_TO_WATER_FSB PH_FSB TRITIUM_FSB

seor  129.FSE 55pR  CONDUCTANCE FSB Gsor  238.FSB TEMPERATURE FsB
5DR 5DR 5DR 5DR
DEPTH—TO—WATERB—SFSE 1.000000 0238117  0.289611 -0.433384 -0.447817  -0.491157 -0.081103 - M L M Odel M S E
IODINE-129_FSB 95DR 0238117 | 1000000 0173478 -0.372613 0445152  -0513656 0.047443 Lin eaI‘Reg ression O . 005255
PH_FSB 95DR 0.289611 0.174478 1.000000 -0.518922 -0.529456 -0.554016 -0.005883
comnucmgggfl:sg 0433384  -0.372613 -0.518922 1.000000 0.850204 0872637 -0.102052 S G D Reg ressor O . 037348
95DR .
TRITIUM_FSB 95DR 10447817  -0.445152 -0.529456 0.850204 1.000000  0.936764 -0.080107 Ke rne I RI d g e O . OO 1 665
URAN'“M'“%SFgﬁ 0491157  -0.513656 -0.554016 0.872637 0.936764 1.000000 -0.054804 B ayES| an R | dge O ] OO 5260
TEMPERATUF;‘g;EgE -0.081103  0.047443 -0.005883 -0.102052 -0.080107  -0.054804 1000000 G rad |entBoost| ng Reg ressor 0017442
: : : SVR 0.014346
Correlation matrix of the considered analytes




FIU Subtask 8.5: Development of the AI/ML based system to perform predictive analytics

Applied Research
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 Machine Learning (ML) model’s
prediction of contaminant
concentrations using sensor collected
variables

o
o

« As is evident in the MSE results,
kernel ridge regression performed the

best giving an error of 0.0016 on the

testing set
« The prediction matches best the
actual concentration in the plot

« Although the results are accordingto
the metric used for evaluation, most of **
the models did not generalize well on
neither the training not testing set
which assumed to be due to single

0.0

LinearRegression | MSE: 0.0053

— Actual train
Predicted train
—— Actual test

—— Predicted test

1992 1996 2000 2004 2008 2012 2016

KernelRidge | MSE: 0.0017

—— Actual train
ﬁ Predicted train
—— Actual test
—— Predicted test

1992 1996 2000 2004 2008 2012 2016
GradientBoostingRegressor | MSE: 0.0174

- —— Actual train

]’ ‘ Predicted train
—— Actual test

—— Predicted test

1992 1996 2000 2004 2008 2012 2016

15

1.0

0.5

0.0

1.0

08

0.6

04

0.2

0.0

using datasets containing time-series and imagery data from sensors

SGDRegressor | MSE: 0.0373

—— Actual train
Predicted train

—— Actual test

—— Predicted test

1992 1996 2000 2004 2008 2012 2016
BayesianRidge | MSE: 0.0053

—— Actual train
Predicted train

— Actual test
— Predicted test

1992 1996 2000 2004 2008 2012 2016

SVR | MSE: 0.0143

— Actual train
Predicted train

—— Actual test

— Predicted test

1992 1996 2000 2004 2008 2012 2016

feature used. Training and testing predictions of each ML Model



FIU Subtask 8.5: Development of the AI/ML based system to perform predictive analytics

using datasets containing time-series and imagery data from sensors

Applied R h
°P IeCen?éfarc FIU Year 2 Research ng hii g hts: Mean Square Errors of the testing set for

each well using the same DL model sorted
from best to worst

Deep Learning (DL) model’s prediction

Well name MSE
« DL models were tested to predict uranium-238 values using the four primary sensor FSB120D 0.003397
collected variables: water temperature, pH, specific conductance, and the water table FSB 99D 0.004078
(depth or DEPTH_TO_WATER) FEX4 0.006953
FSB138D 0.007425
» The Deep Learning model is composed of several LSTM layers consisting of 25, 50, FSB116D 0.007883
100, 100 neurons respectively, followed by a dense layer of 25 neurons. FSB114D 0.014966
_ _ _ _ FSB135D 0.021066
+ the model takes in as input 60 previous values of each of the 4 input analytes for each FSB108D 0.022508
well of the 25 wells and outputs a single value for the next time step for each of the 25 FPZ 6A 0.024303
wells FSB126D 0.025907
: : . FSB 91D 0.028179
* The results shown in the table are sorted from the best performing predictions to the =SBI30D 031664
worst reSUItS Layer (type) Qutput Shape Param # FSB127D 0.031774
T FSP204A 0.034619
lstm (LSTM) (None, 6@, 18) 19633
FSB 95DR 0.055514
lstm 1 (LSTM) (None, 6@, 32) 6272 FPZ 6B 0.065643
lstm_2 (LSTM) (None, 60, 64) 24832 FSB 79 0.081650
lstm_3 (LSTM) (None, 64) 33024 FPZ 4A 0.088865
FSB118D 0.096445
dense (Dense) (Mone, 25) 1625
FSB 97D 0.099618
Totel parame: Te.aar T FPZOOBAR 0.109162
Trainable params: 76,441 FSB 78 0.111251
Mon-trainable params: @ FSB132D 0.141650
. ] FSB124D 0.150550
Deep Learning Model architecture CSB128D 520174




FIU Subtask 8.5: Development of the AI/ML based system to perform predictive analytics

using datasets containing time-series and imagery data from sensors
Applied Research

Center FIU Year 2 Research Highlights:

» Deep Learning (DL) model’s |
prediction I e i

* The time series plot of the train
and test predictions are also
shown.

* The two best predicted wells,
FSB120D and FSB 99D
(0.003397, 0.004078
respectively) have test prediction
and true values close to one
another.

* The training predictions follow the . . —
true values which indicate that |
the network was learning on the
input data but overall performs
poorly on the testing data.

* The model needed to go deeper
in order to generalize. Deep learning model predictions for each well
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FIU Year 3 Projected Scope

* Subtask 8.6: Publishing of AI/ML Models on the AAML System

* FIU will deploy the AI/ML models developed under this task
towards the mission goal.

« Several AI/ML models were developed previously for various
purposes, mainly predicting contaminant concentrations into the
future. For instance, identifying the master/proxy variables and
optimization for sensor placement groundwater wells.

* These models will be deployed by publishing them on an AAML
system to be used by other sites and labs to solve similar
problems. This will make access to these ML models easy to
access and analyze.
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HQ
All Sites

HQ, SRNL,
ANL, PNNL

HQ
SRNL
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LBNL,
SRNL
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Deployment
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Visualization
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Visualization

DOE EM IT/Al Deployment Roadmap

2021

Al System
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2022
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Al System
Development
& Integration
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Deployment
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Deployment
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FIU ENGINEERING CENTER
PANTHER PIT
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